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For the problems of the parabolic equations in one- and two-dimensional space, the parallel iterative methods are presented to solve the fully implicit difference schemes. The methods presented are based on the idea of domain decomposition in which we divide the linear system of equations into some non-overlapping sub-systems, which are easy to solve in different processors at the same time. The iterative value is proved to be convergent to the difference solution resulted from the implicit difference schemes. Numerical experiments for both one- and two-dimensional problems show that the methods are convergent and may reach the linear speed-up.
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1. Introduction

While numerically solving the problem of the parabolic equation, the explicit difference scheme can be used on parallel computers, but it is disadvantageous in that it usually has severe restrictions about the time step length due to the conditional stability. The fully implicit difference (ID) scheme does not have such severe constrain because of the unconditional stability, but a global linear system of equations needs to be solved at each time level, which implies that it can not be directly implemented on parallel computers. Facing the fact, there are two choices: one is to construct new difference schemes that are capable of parallel implementation and have weaker restriction than the explicit difference scheme, thus appearing the alternating schemes [2,4,7] and the domain decomposition ones [1,3,6,8,9] and the other is to consider how to solve the linear system of equations deduced from the fully ID scheme in parallel method. Under the first choice, the domain decomposition schemes can reach larger speed-up and have simpler construction, but they are still conditionally stable even though they have weaker restriction than the explicit difference scheme. Therefore, in this paper, we focus attention on the fully ID schemes. We present the parallel iterative (PI) methods in order that the fully ID schemes can be implemented on parallel computers.
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The PI methods presented here are based on the idea of domain decomposition. To get the solution of the ID scheme, we divide the global linear system of equations into some non-overlapping sub-systems, which can be solved in different processors at the same time, and the solution of sub-system is regarded as the iterative value. The iterative value is proved to be convergent to the difference solution. Numerical experiments show that the methods are efficient.

The rest of this paper is organized as follows. In Section 2, the PI method is constructed for the parabolic problem in one-dimensional space, and the convergence of the method is proved. In Section 3, we extend the method to the problem of two-dimensional space. In Section 4, numerical results are provided to show the performance of the methods. Finally, in Section 5, the conclusion is given.

2. PI method for one-dimensional problem

We divide the domain \([0, l] \times [0, T]\) into grids with the space step \(h\) and the time step \(\tau\), to solve the following initial-boundary value problem by the finite difference method

\[
\begin{align*}
  u_t &= au_{xx}, & a > 0, & 0 < x < l, & 0 < t \leq T, \\
  u(0, t) &= u(l, t) = 0, & 0 < t \leq T, \\
  u(x, 0) &= u_0(x), & 0 \leq x \leq l,
\end{align*}
\]

where \(u_0(x)\) is a given function. Denote \(x_j = jh, j = 0, 1, \ldots, J, Jh = l\), \(\tau^n = n\tau (n = 1, 2, \ldots, N, N\tau = T)\) and \(r = \tau / h^2\). Let \(U^n_j\) express the approximate value of \(u(x_j, \tau^n), (U^n_{j+1} - U^n_j) / \tau\) and \((U^n_{j+1} - 2U^n_j + U^n_{j-1}) / h^2\) approximate \(u_t(x_j, \tau^{n+1})\) and \(u_{xx}(x_j, \tau^{n+1})\), respectively. Then, the fully ID scheme for Equation (1) is as follows [5].

\[
(1 + 2ar)U^n_{j+1} - ar(U^n_{j+1} + U^n_{j-1}) = U^n_j, \quad j = 1, 2, \ldots, J - 1, \quad 0 \leq n \leq N - 1,
\]

From [5], we can know that the scheme is unconditionally stable. Denote \(U^{n+1} = (U_1^{n+1}, U_2^{n+1}, \ldots, U_J^{n+1})^T\) and

\[
C_k = \begin{bmatrix}
1 + 2ar & -ar \\
-ar & 1 + 2ar & -ar \\
& \ddots & \ddots & \ddots \\
& -ar & 1 + 2ar & -ar \\
& -ar & 1 + 2ar
\end{bmatrix}_{k \times k}, \quad \forall k.
\]

Then, the difference solution converts into the solution of the following linear system of equation

\[
C_{J-1}U^{n+1} = U^n.
\]

This system can be solved by some classical sequential methods, such as the Thomas Algorithm, SOR iterative method and so on.

Now we present the PI method for the system (4). Assume that \(K_i\) are a series of integers satisfying \(0 = K_0 < K_1 < K_2 < \cdots < K_m < K_{m+1} = J - 1\). Denote

\[
A = \begin{bmatrix}
C_{K_1} & 0 & 0 & \cdots & 0 \\
0 & C_{K_2 - K_1} & 0 & \cdots & 0 \\
& \ddots & \ddots & \ddots & \ddots \\
& 0 & \cdots & C_{K_m - K_{m-1}} & 0 \\
& & & 0 & C_{J-1-K_m}
\end{bmatrix}.
\]
where for any $k$, $O_k$ is the $k \times k$ zero matrix. Then, we can rewrite $C_{J-1}$ as $A - B$. Thus, let $U^{n+1(s)} = (U_1^{n+1(s)}, U_2^{n+1(s)}, \ldots, U_{J-1}^{n+1(s)})^T$ be the $s$th iterative value, we get the following iterative method

$$AU^{n+1(s+1)} = U^n + BU^{n+1(s)}, \quad s \geq 0,$$  
(5)

or

$$C_{K_1} \left( U_1^{n+1(s+1)}, \ldots, U_{K_1}^{n+1(s+1)} \right)^T = \left( U_1^n, \ldots, U_{K_1-1}^n, U_{K_1}^n + arU_{K_1}^{n+1(s)} \right)^T,$$  
(6)

$$C_{K_{i+1}-K_i} \left( U_{K_i+1}^{n+1(s+1)}, \ldots, U_{K_{i+1}}^{n+1(s+1)} \right)^T = \left( U_{K_i+1}^n + arU_{K_i}^{n+1(s)} , U_{K_i+2}^n, \ldots, U_{K_{i+1}}^n \right)^T (i = 1, \ldots, m - 1),$$  
(7)

$$C_{K_{m+1}-K_m} \left( U_{K_m+1}^{n+1(s+1)}, \ldots, U_{K_{m+1}}^{n+1(s+1)} \right)^T = \left( U_{K_m+1}^n + arU_{K_m}^{n+1(s)} , U_{K_m+2}^n, \ldots, U_{K_{m+1}}^n \right)^T.$$  
(8)

The initial value of iteration may be taken as $U^{n+1(0)} = U^n$. The global system (4) is divided into $m + 1$ sub-systems (6), (7) and (8). They can be solved by $m + 1$ processors at the same time.

In the following, we prove the convergence of the iterative method. From Equation (5), the iterative matrix is $A^{-1}B$. So, the iterative method is convergent if $\|A^{-1}B\|_\infty < 1$.

Denote the $i$th column of the matrix $B$ by $B_i$, then $B$ can be rewritten as $B = (B_1, B_2, \ldots, B_{J-1})$. Thus,

$$\|A^{-1}B\|_\infty \leq \|A^{-1}\|_\infty \sum_j \|B_j\|_\infty.$$  
(9)

Denote the $\sum_j B_j = B_1$, then $B_1 = (B_{1K_1}, B_{1K_2-K_1}, \ldots, B_{1J-1-K_m})^T$, where $B_{1K_1} = (0, \ldots, ar)^T$, $B_{1K_{i+1}-K_i} = (ar, 0, \ldots, 0)^T (i = 1, 2, \ldots, m - 1)$, $B_{1J-1-K_m} = (ar, \ldots, 0)^T$.

Further, let $x = (x_{K_1}, x_{K_2-K_1}, \ldots, x_{J-1-K_m}) = A^{-1}B_1$, then $x_{K_{i+1}-K_i}$, the equation $C_{K_{i+1}-K_i} x_{K_{i+1}-K_i} = B_{1K_{i+1}-K_i}, i = 1, 2, \ldots, m - 1$. Next, we solve the equation to get $\|A^{-1}B\|_\infty$. To simplify, denote $x_{K_{i+1}-K_i}$ as $y$, then the following relation is valid.

$$(1 + 2ar)y_1 - ary_2 = ar$$

$$-ary_1 + (1 + 2ar)y_2 - ary_3 = 0$$

$$\vdots$$

$$-ary_{K_{i+1}-K_i-1} + (1 + 2ar)y_{K_{i+1}-K_i} = ar.$$
Define \( y_0 = 1 \) and \( y_{K_{i+1} - K_i + 1} = 1 \), the above relation can be rewritten as

\[-ar y_{i-1} + (1 + 2ar)y_i - ar y_{i+1} = 0, \ (i = 1, 2, \ldots, K_{i+1} - K_i).\]

The solution of the difference equation is

\[y_i = c_1 q_1^i + c_2 q_2^i,\]

where \( q_1 = (1 + 2ar + \sqrt{1 + 4ar})/2ar \), \( q_2 = (1 + 2ar - \sqrt{1 + 4ar})/2ar \) and the parameter \( c_1, c_2 \) are determined by

\[
\begin{cases}
  c_1 + c_2 = 1 \\
  c_1 q_1^{K_{i+1} - K_i + 1} + c_2 q_2^{K_{i+1} - K_i + 1} = 1.
\end{cases}
\]

Thus,

\[y_i = \frac{q_2^s - 1}{q_2^s - q_1^s} q_1^i + \frac{1 - q_1^i}{q_2^s - q_1^s} q_2^i, \quad s = K_{i+1} - K_i + 1, \quad s \geq 2\]

and

\[c_1 < c_2, \quad q_1 q_2 = 1.\]

By discussing the monotonicity of sequence \( y_i \), we know that the sequence \( \{y_i\}_{i=1}^{m-1} \) reach the maximum value when \( i = 1 \) or \( i = s - 1 \). It means that \( y_i \leq \max\{y_{K_{i+1} - K_i}, y_1\} = (1/q_1)(q_1^i + q_2^i/q_1^i + 1) \leq (2q_1/1 + q_1^2) \leq (2ar/1 + 2ar) < 1, \ (1 \leq i \leq K_{i+1} - K_i) \). Moreover, when the \( m \to \infty, y_i \to (1/q_1) \), Similarly, we can know that \( x_{K_i} \) and \( x_{K_m} \) have the same attribute.

Thus, \( \|x\|_{\infty} \leq 2ar/(1 + 2ar) < 1 \), it means that we get

\[\|A^{-1}B\|_{\infty} \leq \frac{2ar}{1 + 2ar} < 1.\]

This implies that the iterative method (5) is convergent.

### 3. The iterative method for two-dimensional problem

In this section, we extend the PI method to the following two-dimensional problem

\[
\begin{align*}
  u_t &= u_{xx} + u_{yy}, \quad (x, y) \in \Omega = [0, l] \times [0, l], \quad 0 < t \leq T, \\
  u(x, y, 0) &= 0, \quad (x, y) \in \partial \Omega, \quad 0 < t \leq T, \\
  u(x, y, 0) &= u_0(x, y), \quad (x, y) \in \Omega.
\end{align*}
\]

Denote \( h = l/J, \tau = T/N \) for any given positive integers \( J \) and \( N \), and \( r = (\tau/h^2) \). Let \( U^n_{i,j} \) be the approximate solution at the grid point \((x_i, y_j, t^n) = (ih, jh, n\tau)\). Then, the ID scheme for
problems (10)–(12) is as follows [5].

\[(1 + 4r)U_{i,j}^{n+1} - r(U_{i,j+1}^{n+1} + U_{i,j-1}^{n+1} + U_{i+1,j}^{n+1} + U_{i-1,j}^{n+1}) = U_{i,j}^n, \quad 1 \leq i, j \leq J - 1,\] (13)

\[U_{i,0}^n = U_{i,J}^n = U_{0,j}^n = U_{j,J}^n = 0, \quad 0 \leq i, j \leq J,\] (14)

\[U_{i,j}^0 = u_0(x_i, y_j), \quad 0 \leq i, j \leq J.\] (15)

Denote \(U^n = (U_{1,1}^n, \ldots, U_{1,J-1}^n, U_{2,1}^n, \ldots, U_{2,J-1}^n, \ldots, U_{J-1,1}^n, \ldots, U_{J-1,J-1}^n)^T\) and

\[G_k = \begin{bmatrix} H & -rI &  &  &  \\ -rI & H & -rI &  &  \\ & \ddots & \ddots & \ddots &  \\ & & -rI & H & -rI \\ & & & -rI & H \end{bmatrix}, \quad \forall k,
\]

in which \(I\) is the unit matrix,

\[H = \begin{bmatrix} 1 + 4r & -r &  &  &  \\ -r & 1 + 4r & -r &  &  \\ & \ddots & \ddots & \ddots &  \\ & & -r & 1 + 4r & -r \\ & & & -r & 1 + 4r \end{bmatrix}_{(J-1) \times (J-1)}.
\]

and the subscript of \(G\) expresses the number of \(H\) in the matrix. Then, the difference schemes (13) and (14) can be expressed as

\[G_{J-1}U^{n+1} = U^n.\] (16)

For some \(K_i\), which are a series of integers satisfying \(1 = K_0 < K_1 < K_2 < \cdots < K_m < K_{m+1} = J - 1\), we can rewrite \(G_{J-1}\) as \(G_{J-1} = E - D\), where

\[E = \begin{bmatrix} G_{K_1} &  &  &  \\  & G_{K_2 - K_1} &  &  \\  &  & \ddots &  \\  &  &  & G_{K_m - K_{m-1}} \\ 0 &  &  & G_{J-1 - K_m} \end{bmatrix},
\]

\[D = \begin{bmatrix} O_{K_1 - 1} & rI &  &  \\ rI & O & rI &  \\ & \ddots & \ddots & \ddots \\ & & & O_{K_{m+1} - K_m - 1} \\ 0 &  &  & O_{J - K_m} \end{bmatrix}.
\]
So, Equation (16) becomes as follows
\[(E - D)U^{n+1} = U^n.\]  
(17)

Denote \[U^{n+1(m)} = \begin{pmatrix} U_{1,1}^{n+1(m)} & \ldots & U_{1,J-1}^{n+1(m)} & U_{2,1}^{n+1(m)} & \ldots & U_{2,J-1}^{n+1(m)} & \ldots & U_{J-1,1}^{n+1(m)} & \ldots & U_{J-1,J-1}^{n+1(m)} \end{pmatrix}^T.\]

We get the following iterative method from Equation (17)
\[EU^{n+1(m+1)} = U^n + DU^{n+1(m)}, \quad m \geq 0.\]  
(18)

\(E\) is a block diagonal matrix, so we can solve all the blocks at the same time.

In the following, we prove the convergence of the iterative method by computing \(\|E^{-1}D\|_\infty\).

Similar to §2, we consider the following equation.
\[Ex = D1\]

and \(D1 = (D1_{K_1}, D1_{K_1-K_2}, \ldots, D1_{J-1-K_m})^T\), \(D1_{K_1} = (0, \ldots, 0)^T\), \(D1_{K_1-K_2} = (e, 0, \ldots, 0)^T\) \((i = 1, 2, \ldots, m - 1)\), \(D1_{J-1-K_m} = (e, \ldots, 0)^T\), where \(e = (1, \ldots, 1)\).

\[|x_{i_0}| = \max_i |x_i| = \max_i |E^{-1}D1|\]

Therefore, from \(i_0\)th equation of \(Ex = D1\)
\[|E_{i_0i_0}|x_{i_0} = \left|D1_{i_0} - \sum_{j \neq i_0} E_{i_0j}x_j\right| \leq |D1_{i_0}| + \left|\sum_{j \neq i_0} E_{i_0j}\right| \leq \max_i \left|\frac{|D1_i|}{\left|E_{i_0i_0}\right| - \sum_{j \neq i_0} \left|E_{i_0j}\right|}\right| \leq \frac{r}{1 + r} \leq \frac{r}{(1 + r) < 1}.\] This implies that the iterative scheme (18) is convergent.

4. Numerical experiment

In this section, we provide some results of numerical experiments to show the performance of the iterative methods.

**Example 4.1 (one-dimensional problem)** We consider the one-dimensional problem defined in Equations (1)–(3) with \(u_0(x) = \sin(\pi x)\) and \(\alpha = 1\). The exact solution is \(u(x, t) = e^{-\pi^2t} \sin(\pi x)\). We have made the numerical experiments in the Nankai Star cluster system by taking \(h = 0.001\), \(T = 1\) and the iterative accuracy as 10\(^{-6}\). The speed-up of the PI method to the fully 1ID method is obtained. Tables 1 and 2 provide the numerical results for \(r = 1\) and \(r = 5\), respectively, where CPUs expresses the number of the processors. From Tables 1 and 2, we can observe that it takes much less, nearly 30 times, by using iterative methods than the classical methods. Meanwhile, the iterative methods do not sacrifice the accuracy of the solution. Moreover, as the equation scale increases, the efficiency increases. This point alone has a great significance in applied field.

**Example 4.2 (two-dimensional problem)** Now we consider the two-dimensional problem defined in Equations (10)–(12) with \(u_0(x, y) = \sin(\pi x) \sin(\pi y)\). The exact solution is
$u(x, t) = e^{-2\pi^2 t} \sin(\pi x) \sin(\pi y)$. We make the numerical experiments by taking $h = 0.001$, $r = 5$ and $T = 1$. To get the implicit difference solution and the iterative solutions of every sub-systems, we employ two classical methods. One is the block chasing method, the other is the SOR iterative method with the relaxation factor $\omega = 0.8$. The numerical results are shown in Tables 3 and 4. From the Tables 3 and 4, it is proved that the iterative methods have much more advantage in saving time cost than the classical methods. Whereas, the accuracy of the solution does not decrease.

### Table 1. Numerical results with $r = 1$ for example 4.1.

| Method | CPUs | Running time (s) | Speed-up | Efficiency % | $\max_{i,j,n} |u^t_n - U^t_n|$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>1</td>
<td>134.242651</td>
<td>–</td>
<td>–</td>
<td>0.000091</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>93.875979</td>
<td>1.43</td>
<td>71.5</td>
<td>0.000081</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>36.478981</td>
<td>3.68</td>
<td>92.0</td>
<td>0.000068</td>
</tr>
<tr>
<td>PI</td>
<td>8</td>
<td>18.414630</td>
<td>7.29</td>
<td>91.1</td>
<td>0.000037</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>9.144959</td>
<td>14.68</td>
<td>91.8</td>
<td>0.000019</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>4.479234</td>
<td>29.97</td>
<td>93.7</td>
<td>0.000010</td>
</tr>
</tbody>
</table>

### Table 2. Numerical results with $r = 5$, for example 4.1.

| Method | CPUs | Running time (s) | Speed-up | Efficiency % | $\max_{i,j,n} |u^t_n - U^t_n|$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>1</td>
<td>42.312038</td>
<td>–</td>
<td>–</td>
<td>0.000066</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>29.588837</td>
<td>1.43</td>
<td>71.5</td>
<td>0.000096</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>11.555299</td>
<td>3.66</td>
<td>91.5</td>
<td>0.000068</td>
</tr>
<tr>
<td>PI</td>
<td>8</td>
<td>5.861692</td>
<td>7.22</td>
<td>90.3</td>
<td>0.000037</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>2.854293</td>
<td>14.82</td>
<td>92.6</td>
<td>0.000019</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1.402454</td>
<td>30.17</td>
<td>94.3</td>
<td>0.000009</td>
</tr>
</tbody>
</table>

### Table 3. Numerical results by the block chasing method for example 4.2.

| Method | CPUs | Running time (s) | Speed-up | Efficiency % | $\max_{i,j,n} |u^t_n - U^t_n|$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>1</td>
<td>3752.526468</td>
<td>–</td>
<td>–</td>
<td>0.000023</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2886.558822</td>
<td>1.30</td>
<td>65.0</td>
<td>0.000056</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1204.276787</td>
<td>3.12</td>
<td>77.9</td>
<td>0.000078</td>
</tr>
<tr>
<td>PI</td>
<td>8</td>
<td>614.765149</td>
<td>6.10</td>
<td>76.3</td>
<td>0.000025</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>271.136305</td>
<td>13.84</td>
<td>86.7</td>
<td>0.000069</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>130.007153</td>
<td>28.86</td>
<td>90.2</td>
<td>0.000033</td>
</tr>
</tbody>
</table>

### Table 4. Numerical results by the SOR method for example 4.2.

| Method | CPUs | Running time (s) | Speed-up | Efficiency % | $\max_{i,j,n} |u^t_n - U^t_n|$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>1</td>
<td>4428.572859</td>
<td>–</td>
<td>–</td>
<td>0.000189</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3256.303573</td>
<td>1.36</td>
<td>68.0</td>
<td>0.000466</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1392.632971</td>
<td>3.18</td>
<td>79.5</td>
<td>0.000012</td>
</tr>
<tr>
<td>PI</td>
<td>8</td>
<td>710.846372</td>
<td>6.23</td>
<td>77.9</td>
<td>0.000156</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>313.638302</td>
<td>14.12</td>
<td>88.3</td>
<td>0.000009</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>151.455981</td>
<td>29.24</td>
<td>91.4</td>
<td>0.000010</td>
</tr>
</tbody>
</table>
It is seen from the two numerical examples that the PI methods are convergent and may reach the linear speed-up. With the increase of CPUs, the efficiency is greatly raised, especially for the two-dimensional problem.

Next, for Example 4.1, we compare the PI method presented in Section 2 with the following known parallel finite difference methods.

1. The AGE method due to Evans and Abdullah [4], which is stable for any real number $r$.
2. The ASEI method presented in [2], which is also stable for any $r$. In the experiments, we divided the space domain into three segments.
3. The domain decomposition algorithm (DDA1) presented in [3], in which we took $H = 2h$. According to [3], the stability condition of the DDA1 must be $r \leq 2$.
4. The domain decomposition algorithm (DDA2) presented in [6]. The stability condition given in [6] is $r \leq 4$.
5. The high-order domain decomposition algorithm (HDDA) presented in [9]. According to [9], the stability condition of the HDDA is $r \leq 0.90$.

Taking $h = 1/40$, we calculated the absolute errors $|e^j| = |u^j - U^j|$ at the 400th time step. Tables 5–7 give the absolute errors at some points for $r = 0.5$, $r = 1.0$ and $r = 5.0$, respectively. It can be seen from Tables 5–7 that the high-order domain decomposition algorithm (HDDA) presented in [9] has indeed higher accuracy than others, but for large $r$ the numerical solution blows up due to the serious restrict of stability condition. Except the HDDA, the PI method has the best accuracy for any $r$, then is the ASEI method.

Furthermore, we observe the running time between the PI method and ASEI method. Taking $h = 0.001$, $r = 4.0$, computing 400 time steps, the results are showed in Table 8, where

<table>
<thead>
<tr>
<th>Table 5: The errors of numerical solutions at the 400th time step for $J = 40$, $r = 0.5$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
</tr>
<tr>
<td>$</td>
</tr>
<tr>
<td>PI</td>
</tr>
<tr>
<td>AGE</td>
</tr>
<tr>
<td>ASEI</td>
</tr>
<tr>
<td>DDA1</td>
</tr>
<tr>
<td>DDA2</td>
</tr>
<tr>
<td>HDDA</td>
</tr>
<tr>
<td>Exact solutions $\times 10^1$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6: The errors of numerical solutions at the 400th time step for $J = 40$, $r = 1.0$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
</tr>
<tr>
<td>$</td>
</tr>
<tr>
<td>PI</td>
</tr>
<tr>
<td>AGE</td>
</tr>
<tr>
<td>ASEI</td>
</tr>
<tr>
<td>DDA1</td>
</tr>
<tr>
<td>DDA2</td>
</tr>
<tr>
<td>HDDA</td>
</tr>
<tr>
<td>Exact solutions $\times 10^2$</td>
</tr>
</tbody>
</table>
Table 7. The errors of numerical solutions at the 400th time step for $J = 40$, $r = 5.0$.

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{i}^{n}$ $\times 10^{8}$</td>
<td>PI</td>
<td>AGE</td>
<td>ASEI</td>
<td>DDA1</td>
<td>DDA2</td>
<td>HDDA</td>
<td>Exact solutions $\times 10^{6}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.36</td>
<td>2.58</td>
<td>3.55</td>
<td>4.17</td>
<td>4.39</td>
<td>4.17</td>
<td>3.55</td>
<td>2.58</td>
<td>1.36</td>
<td></td>
</tr>
<tr>
<td>125.0</td>
<td>239.0</td>
<td>329.0</td>
<td>387.0</td>
<td>407.0</td>
<td>387.0</td>
<td>329.0</td>
<td>239.0</td>
<td>125.0</td>
<td></td>
</tr>
<tr>
<td>4.38</td>
<td>8.37</td>
<td>1.16</td>
<td>1.63</td>
<td>1.71</td>
<td>1.63</td>
<td>1.61</td>
<td>8.37</td>
<td>4.38</td>
<td></td>
</tr>
<tr>
<td>23.4</td>
<td>44.4</td>
<td>61.0</td>
<td>71.5</td>
<td>74.9</td>
<td>71.5</td>
<td>61.0</td>
<td>44.4</td>
<td>23.4</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>1.36</td>
<td>2.58</td>
<td>3.55</td>
<td>4.17</td>
<td>4.39</td>
<td>4.17</td>
<td>3.55</td>
<td>2.58</td>
<td>1.36</td>
<td></td>
</tr>
</tbody>
</table>

Table 8. Comparison of running time between PI method and ASEI method.

<table>
<thead>
<tr>
<th>CPUs</th>
<th>PI</th>
<th>ASEI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Running time</td>
<td>$\max_j</td>
</tr>
<tr>
<td>2</td>
<td>14.858067</td>
<td>2.35</td>
</tr>
<tr>
<td>4</td>
<td>5.778137</td>
<td>3.25</td>
</tr>
<tr>
<td>8</td>
<td>3.077124</td>
<td>1.54</td>
</tr>
<tr>
<td>16</td>
<td>1.462457</td>
<td>6.95</td>
</tr>
<tr>
<td>32</td>
<td>0.701225</td>
<td>0.48</td>
</tr>
</tbody>
</table>

the iterative accuracy of the PI method is taken as $10^{-8}$. It can be seen from Table 8 that the running time of PI method is less than that of ASEI method, under the same number of processors.

5. Conclusion

In conclusion, the PI methods based on the fully ID schemes are presented to solve one- and two-dimensional heat equations. The methods are proved to be convergent to the difference solutions. Numerical results show that the PI methods may reach the linear speed-up. With the increase of CPUs, the efficiency of the methods is greatly raised, especially for the two-dimensional problem. Compared with some parallel finite difference schemes, the accuracy of the PI method is best, except for the high-order domain decomposition algorithm (HDDA) presented in [9]. Meanwhile, the PI method is competitive with ASEI method in accuracy as well as in running time.
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