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The ability to predict linkages among data objects is central to many data mining tasks, such as product recommendation and social network analysis. Substantial literature has been devoted to the link prediction problem either as an implicitly embedded problem in specific applications or as a generic data mining task. This literature has mostly adopted a static graph representation where a snapshot of the network is analyzed to predict hidden or future links. However, this representation is only appropriate to investigate whether a certain link will ever occur and does not apply to many applications for which the prediction of the repeated link occurrences are of primary interest (e.g., communication network surveillance). In this paper, we introduce the time-series link prediction problem, taking into consideration temporal evolutions of link occurrences to predict link occurrence probabilities at a particular time. Using Enron e-mail data and high-energy particle physics literature coauthorship data, we have demonstrated that time-series models of single-link occurrences achieve comparable link prediction performance with commonly used static graph link prediction algorithms. Furthermore, a combination of static graph link prediction algorithms and time-series models produced significantly better predictions over static graph link prediction methods, demonstrating the great potential of integrated methods that exploit both interlink structural dependencies and intralink temporal dependencies.
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1. Introduction

Many data mining tasks involve (sometimes implicitly) prediction of linkages among data objects. Examples of explicit link prediction problems include automatic Web hyperlink creation, prediction of genetic or protein-protein interactions, and the record linkage problem. Other well-studied problems can be viewed as an implicit link prediction problem once the data are rendered with a network/graph representation. Examples are abundant. Information retrieval (Salton 1989) can be viewed as dealing with prediction of links between words and documents in a word-document bipartite graph representing word occurrences. Recommender systems (Resnick and Varian 1997) can be viewed as services predicting links between users and items in a user-item bipartite graph representing preferences or purchases. As a generic data mining problem, link prediction has recently received substantial interest in the field of relational learning (Getoor 2003). Relational or multi-relational learning (Dzeroski and Lavrac 2001) deals with richly structured data, which may be described by a relational database or using relational or first-order logic. Objects of multiple types can be linked with each other. Many methods have been developed to exploit the relational structure to predict inherent attributes of the data objects and existence of potential linkages among data objects.

Prior work on link prediction has been primarily formulated based on a static network setup, where a partial network structure is known and the objective is to predict the hidden links. In such a static network, link occurrence is typically modeled as a one-time event and the primary interest is on the existence of the link. For example, one may be interested to know whether a customer will purchase a product in the future or whether an author will ever collaborate with another author in the future. In many application settings that involve dynamic evolving networks, however, the link occurrence is preferably modeled as a sequence of binary states or occurrence frequencies, rather than a single binary state regarding its presence. For example, in the surveillance context, the time-series frequency patterns of the communication linkages among a group of monitored targets are much more informative than merely the communication network structure, which represents for each pair of monitored targets whether a communication ever occurred or not. Much richer information could be extracted from the frequency time series of the link.
occurrences, such as the periodic patterns and temporal trends of the communication intensities. Generally, link prediction methods based on the static graph representation fall short when the repeated occurrences of the links are of central interest and temporal patterns are the primary feature of the application domain. To the best of our knowledge, no prior work in the literature deals with link prediction taking as input the link occurrence frequency time series. In this paper, we formally introduce the time-series link prediction problem and give example applications in which such a formulation may be superior to the existing static graph formulation.

Taking the link occurrence time series of a dynamic network as input, one may naturally attempt to treat the occurrence of each possible link as a stochastic process and adopt the multivariate time-series analysis framework. However, the large number of potential links poses serious challenges on the applicability of the standard time-series analysis techniques. Most importantly, the special graph-based structural dependencies among the links need to be incorporated into a time-series link analysis framework. The link prediction literature is largely based on this fundamental assumption that the network structure itself has predictive information regarding the hidden or future links. Theoretically, an ideal time-series link analysis framework would need to integrate temporal and structural link dependencies simultaneously.

In this study, we propose a hybrid link prediction approach ush both the intralink time-series patterns and interlink dependencies, which represents the first step toward the ultimate goal of the integrated time-series link prediction framework. We focus our study on unipartite graphs in which links may represent communication events between a pair of entities (nodes), typically with repeated occurrences. We first investigated a time-series model for link prediction, in which the occurrence of each link is modeled as an independent time series. Specifically, for each link, we built an autoregressive integrated moving average (ARIMA) model based on its past occurrence series. Such a model ignores any interlink correlation information, which is the main data pattern employed by the existing static graph link prediction methods (e.g., paths and cluster patterns). Under this model, the future occurrence of a particular link is entirely conditioned on its past occurrences. Despite the simplicity of this univariate link time-series model, we found that this algorithm achieved performance comparable with as existing link prediction methods under the static graph representation in our experiments with e-mail and coauthorship data. We then investigated hybrid link prediction methods that combine the power of the time-series model in predicting repeated link occurrences and the ability of static graph link prediction methods to identify new link occurrences. Our experiments showed that such hybrid methods achieved significantly better performance than the time-series model and static graph methods alone.

Our findings present strong evidence for the potential value of time-series information of link occurrences in applications such as communication surveillances. The fact that us a simple univariate link time-series model can already lead to significantly improved link prediction performance provides important justification for further investigation into multivariate link time-series models that incorporate the temporal and structure link dependencies.

The rest of the paper is organized as follows. Section 2 reviews the relevant literature on link prediction and time-series analysis. Section 3 introduces the time-series link prediction problem and discusses example applications. Section 4 presents the use of existing static graph link prediction methods for this problem. Section 5 introduces a time-series link prediction algorithm based on univariate link ARIMA models and the hybrid approaches combining the time series and existing static graph link prediction methods. Section 6 presents the experimental study on predicting e-mail and coauthorship links. Section 7 summarizes the main conclusions and discusses the future directions of our research.

2. Literature Review
In this section, we review relevant research in link prediction and provide a brief overview of time-series analysis.

2.1. Link Prediction
In many contexts, the link structure itself is the critical data pattern exploited for prediction. A wide range of problems can be viewed as prediction of links based on the observed link structure, including information retrieval (Salton 1989) (predicting query-document links based on a document-word network), collaborative filtering (CF) recommendation (Resnick et al. 1994) (predicting user-item links based on a user-item interaction matrix), record linkage problem (Winkler 1994) (predicting links among records with the same identity), and protein/genetic interaction modeling (Goldberg and Roth 2003) (predicting underlying protein/genetic interactions based on interaction networks observed from experiments). Many algorithms developed for these problems also work for the generic link prediction problem. On the other hand, advances in the link prediction problem will have potential implications in these different application domains. Recently, the link prediction problem has been formulated as a generic data mining task within the field of relational learning. Various relational learning
methods were proposed for link prediction, typically exploiting both the link structure itself and rich descriptive attributes of data objects. Examples of relational learning link prediction algorithms include probabilistic relational models (Getoor and Sahami 1999, Getoor et al. 2002), relational Markov networks (Domingos and Richardson 2001), structural logistic regression models (Popescul and Ungar 2003), and stochastic relational models (Yu et al. 2006). These models can be directly applied to abstract graphs (networks with no vertex and edge attributes), where link structure is the only source of predictive data patterns. However, these models are typically unable to capture the complex graph-based data patterns such as paths, cycles, and clusters.

The link prediction problem on abstract graphs is the focus of our study. Liben-Nowell and Kleinberg (2003) studied the abstract graph link prediction problem for social networks of coauthorship networks. Many algorithms developed in fields that deal with problems with an implicit abstract graph representation are also suitable for abstract graph link prediction. CF recommendation algorithms are a prominent example of such implicit link prediction algorithms. A variety of CF algorithms have been proposed in the literature, including standard user-based and item-based neighborhood algorithms (Resnick et al. 1994), cluster and generative models (Hofmann 2004), advanced matrix analysis approaches (Sarwar et al. 2000), and graph-based algorithms (Huang et al. 2003a, b; 2002). These algorithms specifically deal with link prediction in user-item bipartite graphs. They can be directly applied to any bipartite graph link prediction and be applied to unipartite graphs with minor adaptation.

2.2. Time-Series Analysis

Almost all of the entire literature on link prediction has been formulated based on a static network setup, where a partial network structure is known and the objective is to predict the hidden links of the underlying complete network. In such a static network, link occurrence is modeled as a one-time event, and the primary interest is on the existence of the linkages rather than the timing of the occurrence or frequency of occurrences. However, in many application settings that involve dynamic evolving networks/graphs, link occurrence is preferably modeled as a sequence of binary states or occurrence frequencies. In this scenario, if we represent the occurrence of a link at a particular time using a random variable (binary or real valued, depending on whether binary occurrences or occurrences are modeled), we are dealing with multivariate time-series data with an exceptionally large number of variables.

Time-series analysis is a well-established field in statistics that provides systematic approaches to modeling of data with time correlations. In this paper, we focus on the time-domain approach because it is typically more appropriate for dealing with possibly nonstationary, shorter time-series with a focus on forecasting future values (Shumway and Stofer 2000), as is the case for our time-series link prediction problem. We specifically focus on the multiplicative models, represented by a systematic class called ARIMA models (Box and Jenkins 1970). These models assume that the observed data result from products of factors involving differential or difference equation operators responding to white noise input. The ARIMA model includes the commonly used autoregressive and moving average models as special cases and is the most widely used model with many applications such as statistical process control (Alwan and Roberts 1988), financial forecasting (Porter-Hudak 1990), biomedical dynamics modeling, and Web traffic modeling and forecasting (Bolot and Hoschka 1996). In this study, we focus on using the standard ARIMA model for time-series link prediction.

2.3. Relevant Literature to Time-Series Link Prediction

The limitation of the static view of the network data has been generally recognized. There have been many recent studies on dynamic or evolving networks that consider temporal connectivity data. Most of these studies convert the temporal connectivity data into a sequence of nonoverlapping network snapshots by aggregating links within each discrete unit of time into a graph. The majority of such studies extend from the main body of network science literature to characterize the time-varying structure of the graph series, such as density and diameter (Leskovec et al. 2007), subgraph and cycle structures (Vazquez et al. 2005), and cluster-formation patterns (Holme et al. 2007), based on empirical temporal network data. One recent study (Berger-Wolf and Saia 2006) also proposed algorithms for deriving information about the evolution of local group formation structures within a temporal graph series.

Most previous studies using temporal network data focus on the characterization of the structural change over time. As previously mentioned, to the best of our knowledge, no prior studies have used the frequency time-series of link occurrences as input for link prediction. We have only identified three studies specifically relevant to link prediction using temporal information. O’Madadhain et al. (2005) predict that links occur in a particular time period by creating features from a static graph, constructed based on events that occurred in a certain number of time periods before the target time period. Although no
sufficient technical details were provided in the paper, it seemed that the temporal information was not exploited in a principled manner because it was only used for static graph construction. Sarkar and Moore (2005) proposed an algorithm for temporal link prediction that extends the latent space (or generative model) algorithm for static graph link prediction to consider temporal correlation of latent locations of nodes but imposing a Markov assumption that the latent location of a node within the state space at time \( t + 1 \) is independent of all previous locations given its latent location at time \( t \). A recent working paper (Potgieter et al. 2009) proposed using a temporal extension of the static graph metrics, such as the percent change of the number of common neighbors over a period of time for link prediction. Although these are interesting ideas for exploiting the temporal information to enhance link prediction, no prior study has used time-series analysis for link prediction by treating the temporal graph data as a collection of a link occurrence frequency series as proposed in this study.

3. The Time-Series Link Prediction Problem

3.1. Problem Formulation

The time-series link prediction problem is formally introduced as follows. In this paper, we focus exclusively on undirected unipartite graphs and adopt the discrete-graph series representation of the temporal network data. Let \( V \) be the list of vertices, \( V = \{1, 2, \ldots, N\} \). Because we are interested in dealing with weighted graphs, we adopt the adjacency matrix representation. A graph series is a list of graphs \( \{G_1, \ldots, G_T\} \) corresponding to a list of symmetric adjacency matrices \( \{M_1, \ldots, M_T\} \). Each \( M_t \) is an \( N \times N \) matrix with nonzero elements \( M_t(i, j) \) corresponding to edges in \( E(G_t) \); \( (i, j) \in E(G_t) \). The value of \( M_t(i, j) \) is the frequency of occurrences of the undirected edge \( (i, j) \) during the time period \( t \), which can also be viewed as an integer number label of the edge in \( G_t \). Given such a weighted graph series, the time-series link prediction problem is aimed at predicting the occurrence probabilities of edges at time \( T + 1 \). In many situations, more attention is placed on the ranking of the occurrence probabilities of edges instead of the exact occurrence probability of each edge. In this paper, the output of the link prediction problem will be specified as an \( N \times N \) score matrix \( S \) with each element \( S(i, j) \) being a link occurrence score that is proportional to the predicted occurrence probability of edge \( (i, j) \). This setup would encompass nonprobabilistic link prediction methods, as well as the probabilistic methods that directly output link occurrence probabilities.

The prominent feature of the above formulation is the availability of the time-series link occurrence frequency. The extent literature on link prediction exclusively used a static network setup, where the partial structure of the network is used to predict the potential presence of other links. For example, Liben-Nowell and Kleinberg (2003) studied the link prediction problem for social networks, where the goal is to predict future collaborations based on the collaboration history of authors in a research field. In their study, a binary undirected graph is used to represent the collaboration history, where the presence of a collaboration edge between two author vertices represents at least one paper coauthored by the two. Under this formulation, the frequency information of the link occurrences and the time dimension are both ignored, because multiple coauthored papers over a long period of time are simply represented as a single binary link in the graph. Corresponding to this representation, the predictive objective is exclusively on the occurrence probability of new collaborations, whereas the repeated old collaborations are generally not studied.

Using a static network representation makes sense for certain application domains. For example, if we are interested in predicting consumer–movie links using a consumer–movie network constructed using past records of movie-seeing activities, it is reasonable to take a static representation and focus on predicting whether a consumer will ever see a particular movie that he or she has not seen before (i.e., predicting the occurrence probability of a binary consumer–movie link). However, in many other cases, this static network representation may not serve the modeling purpose. In the next subsection, we discuss the example application domain for communication surveillance, with which the time-series link prediction formulation is critical.

3.2. Example Applications

Time-series link prediction can find important applications in communication network monitoring and surveillance contexts, mainly because of repeated occurrences of communication links and time-sensitive analyses of link occurrences. The link occurrence probability predictions within a communication network can be used in two general ways: (1) identifying links that are not observable or links that will occur in the future, and (2) identifying anomalous links.

The recent surge of academic research in social network modeling has been largely motivated by the task of analyzing and monitoring terrorist networks. One major objective in analyzing terrorist networks is to conjecture that particular individuals are working together (or communicating with each
other) even though their current interactions cannot be observed. This is intuitively a link prediction problem. For a fixed set of monitored targets with repeated interactions over a long period of time, we are not only interested in whether two individuals ever had interactions, but also whether they are interacting with each other at the present time or in the near future, regardless of whether or not they have interacted previously. Here, the temporal pattern of the two individuals’ past interactions may provide crucial information for building an accurate link prediction model. Adopting a static network representation and only focusing on the all-time existence of the link between two individuals could be misleading. In other surveillance or criminal investigation contexts, we can find similar situations, where the ability to uncover the unobserved links at the present time or in the near future is desired.

Anomalous link detection, on the other hand, focuses only on the observed links (Rattigan and Jensen 2005). The idea is similar to outlier detection in statistics. The time-series link prediction models give the probability of the event of a link occurring at a particular time. The small-probability event is regarded as anomalous, corresponding to certain special events that rarely occur under normal situations. For computer network traffic monitoring, one can use the predicted probability of communication between two IP addresses based on the network traffic time-series in the past. From these predicted probabilities, the highly anomalous (unlikely) communications can be identified, which could lead to identification of network abuses or malicious intrusions. Similarly, e-mail or other forms of communications between individuals in an organizational context or any kind of group or community can be analyzed to identify anomalous communications. These unusual communications can lead to further investigations. This anomaly detection capability is particularly important for communication channels through which voluminous information is exchanged on the real-time basis.

4. Static Graph Algorithm Approaches
In this section, we briefly discuss commonly used link prediction algorithms under a static graph representation (or static graph link prediction algorithms) and the use of these algorithms in the time-series link prediction context. These algorithms ignore the time dimension and frequency of link occurrences.

To predict links that would have occurred at time $T + 1$, under a static graph approach, each of the weighted graph $G_t$ in the graph series $(G_1, \ldots, G_T)$ is first reduced to a single-weighted graph $G_{1:T}$ with the corresponding adjacency matrix $M_{1:T}$, where $M_{1:T}(i, j) = \sum_{t=1}^{T} M_t(i, j)$. The graph $G_{1:T}$ is further reduced to a binary graph $G_{1:T}$ with a binary adjacency matrix $M_{1:T}$, where $M_{1:T}(i, j) = 1$ if $M_{1:T}(i, j) > 0$, and 0 otherwise. Taking $G_{1:T}$ as input, static graph link prediction algorithms produce the score matrix $S$. Most if not all literature adopts such a static graph representation. In this section, we briefly introduce six commonly used static graph link prediction algorithms. Among these, four algorithms, common neighbors, preferential attachment, Adamic/Adar, and Katz, were included in Liben-Nowell and Kleinberg (2003) for social network link prediction. Common neighbors, Adamic/Adar, and Katz were selected since the study showed that these three algorithms had consistent superior performances compared with a large number of other algorithms, including graph distance, SimRank, PageRank, and others. We also included the worst-performing algorithm, preferential attachment, in that study. In addition, we also include two commonly used algorithms for link prediction, generative model and spreading activation algorithms, which were not included in Liben-Nowell and Kleinberg (2003).

Common Neighbors. In graph $G_{1:T}$, two nodes, $i$ and $j$, are neighbors of each other if edge $(i, j) \in E(G_{1:T})$. The common neighbors (CN) algorithm simply uses the number of common neighbors of a pair of nodes as the score in the score matrix: $S(i, j) = || \{k \in V \mid (i, k) \in E(G_{1:T}), (j, k) \in E(G_{1:T}), k \neq i, j \} \|$.

Under the matrix representation, $S = M_{1:T}^T : M_{1:T}$. The CN algorithm captures the basic notion of link transitivity. Intuitively, a direct tie between $i$ and $j$ is considered to be more likely to form when more transitive ties between nodes $i$ and $j$ in the form of $i \cdots k \cdots j$ are observed. Such a notion has been extensively studied in social science regarding the fundamental balance theory of social interactions (Heider 1946).

Preferential Attachment. In graph $G_{1:T}$, the degree $d(i)$ of node $i$ is defined as the number of edges incident on node $i$: $d(i) = || \{j \in V \mid (i, j) \in E(G_{1:T}) \} ||$. The preferential attachment (PA) algorithm is motivated by the preferential attachment phenomena (Barabasi and Albert 1999) discovered in a variety of real-world complex systems. Under this algorithm, the link occurrence score is set to be the product of the degrees of the involved nodes: $S(i, j) = d(i) \times d(j)$. The basic intuition is that links between highly connected nodes are more likely. One can also interpret the PA algorithm as an independence model on link occurrence of nodes:

$$
Pr(\text{a link occurs between } i \text{ and } j) = Pr(\text{a link that occurs on } i) \times Pr(\text{a link that occurs on } j).
$$

Adamic/Adar. Adamic and Adar (2003) proposed a measure of similarity between two home pages $x$
and $y$ as $\sum_{z}^{*}$-features shared by $x, y$ $(1/\log($frequency$(z)))$.
Adapting this for link prediction, we can set the link occurrence score between $i$ and $j$ to be $S(i, j) = \sum_{k \in V(i, j) \in E(G_{t-1})} (1/\log(d(k)))$. It is clear that this measure extends from the CN algorithm by assigning a weight for each common neighbor that is inversely related to its log degree (or occurrences in links). One should note that this type of similarity measure has been well studied in the information retrieval literature, where the inverse document frequency is used as the weight for each word for “common-word”-based document similarity computation.

**Katz.** The Katz (KZ) algorithm (Katz 1953) differs from the CN and Adamic/Adar (AA) algorithms in that it goes beyond paths of length 2 between the target node pair. The Katz algorithm sums over all paths of varying lengths, exponentially damped by length to give short paths higher weights. In our context, $S(i, j) = \sum_{l}^{\infty} \beta^l \cdot ||paths||$, where $||paths||^l$ represents the set of paths between $i$ and $j$ of length $l$, and $\beta$ controls the exponential damping. It was shown in Liben-Nowell and Kleinberg (2003) that the score matrix can be derived as $(I - \beta M_{t-1})^{-1} - I$.

**Generative Model.** Under this approach, latent class variables are introduced to explain the link occurrence patterns (Hofmann 2004, Ungar and Foster 1998). Typically, one can use one latent class variable to represent the unknown cause that governs the link occurrence process. The graph $G_{t-1}$ is considered to be generated from the following three probabilistic process: (1) select a node $i$ with probability $P(i)$; (2) choose a latent class with probability $P(z | i)$; and (3) generate link $(i, j)$ (i.e., adding $(i, j)$ to $E(G_{t-1}))$ with probability $P(j | z)$. Thus the probability of observing a link between $i$ and $j$ is given by $P(i, j) = \sum_{z} P(i) P(z | i) P(j | z)$. The prior and conditional probabilities, $P(i)$, $P(z | i)$, and $P(j | z)$, are estimated using the expectation maximization algorithm (Dempster et al. 1977) to maximize the log-likelihood function of observed links $L = \sum_{(i, j) \in E} \log P(i, j)$. The link occurrence score matrix is set using the estimated probabilities: $S(i, j) = Pr(i, j)$.

**Spreading Activation.** The spreading activation (SA) algorithm explores the ensemble of paths connecting the vertex pair of all lengths and heuristically relates a larger number of paths of different lengths with higher link probability, similar to the KZ algorithm. A Hopfield network-based implementation of the SA algorithm has been shown to have competitive performance in previous studies (Huang et al. 2004a). In this approach, each node in the graph is assigned an activation level, $\mu_{i, j} = 1, \ldots, N$. To compute the connectedness score between the node $i$ and all other nodes in the graph, node $i$ is set to have activation level 1 ($\mu_{i, i} = 1$), and the activation levels of all other nodes are set to 0. After initialization, the algorithm repeatedly performs the following activation procedure: $\mu_{i}(t + 1) = \max_{j} \{\mu_{i}(t) \cdot t_{ij}(t)\}$, where $\mu_{i}$ is the continuous SIGMOID transformation function or other normalization function; $t_{ij} = \eta$ $(0 < \eta < 1)$ if $(i, j)$ is in the edge set of the graph. The algorithm stops when activation levels of all nodes converge. The final activation levels $\mu_{i, j}$ $(j \neq i)$ give the connectedness scores between $i$ and other nodes.

The six static graph link prediction methods introduced above use an unweighted static graph representation in which only the binary link occurrences information is used. Between this simplest representation and the original weighted graph time-series representation in our proposed time-series link prediction problem, one can have an intermediate representation of weighted static graphs that preserve the cumulated frequencies of link occurrences but ignore the temporal pattern of the frequencies. The standard unweighted static graph link prediction algorithms introduced can be adapted straightforwardly to exploit the link occurrences frequency information. For the CN algorithm, the score matrix can be computed from the matrices corresponding to the weighted static graph: $S = M_{t-1} \cdot M_{t-1}$.

The PA algorithm can be adapted by redefining the degree of a node $i$ in the weighted graph context as $d(i) = \sum_{j} M_{t-1}(i, j)$. The AA algorithm can be adapted similarly by using the degree definition for the weighted graph. The KZ algorithm can simply use $M_{t-1}$ in deriving the score matrix as $(I - \beta M_{t-1})^{-1} - I$. The generative model (GM) algorithm can be adapted by incorporating the number of occurrences of each link into the likelihood function $L = \sum_{(i, j) \in E} M_{t-1}(i, j) \log P(i, j)$ as in Hofmann (1999). The SA algorithm can be adapted by defining $t_{ij} = \eta$ $(0 < \eta < 1)$. These adapted algorithms still mainly rely on interlink dependencies to predict links but take the total number of link occurrences into consideration.

## 5. Time-Series Link Prediction Approaches

In this section, we first introduce the time-series model that exploits the time-series information for link prediction. We then explore hybrid prediction methods integrating the time-series predictions and existing static graph model predictions.

### 5.1. Link Occurrence Time-Series Model

For each link $(i, j)$, $(M_{1}(i, j), \ldots, M_{t}(i, j))$ gives the time-series of its occurrence frequency. To use the time-series frequency information of link occurrences, we use the popular ARIMA model (Box and Jenkins 1970) to fit a time-series model for each link occurrence series. For ease of illustration we denote $M_{i}(i, j)$...
as \( x_{ijt} \) in this section. Viewing the occurrence frequency series \( x_{ijt} \) as a process, it is said to be ARIMA(\( p,d,q \)) if \( \phi(B)(1-B)^d x_{ijt} = \alpha + \theta(B) \omega_t \), where \( B \) is the backshift operator: \( B^k x_{ijt} = x_{ijt-k} \). \( \phi(B) \) and \( \theta(B) \) are polynomial functions of the backshift operator: \( \phi(B) = 1 - \phi_1 B - \phi_2 B^2 - \cdots - \phi_p B^p \) and \( \theta(B) = 1 + \theta_1 B + \theta_2 B^2 + \cdots + \theta_q B^q \). \( \alpha \), \( \phi_1 \), \( \phi_2 \), \( \theta_1 \), \( \theta_2 \), \( \theta_3 \), \( \omega_t \) are constants, and \( \omega_t \) is a white noise series with mean zero and variance \( \sigma^2_w \). The ARIMA formulation generalizes from several commonly used time-series models including autoregressive and moving average models. For example, ARIMA(0,1,1) corresponds to the exponentially weighted moving averages (EWMA).

For model selection, we set the search space by allowing \( p = 0, 1, 2, 3, d = 0, 1 \), and \( q = 0, 1, 2, 3 \). We adopted the commonly used AIC measure (Akaike 1974) to assess the quality of the model, which can be derived as:

\[
\ln \left( \frac{\sum_{t=\max(p,q)+1}^{T}(x_{ijt} - \hat{x}_{ijt})^2}{T - \max(p,q)} \right) + \frac{2(p+q+2)}{T - \max(p,q)}.
\]

The model with the smallest AIC score was chosen as the final model which was then used to provide the predicted link occurrence frequency at \( T + 1 \), \( \hat{x}_{ijT+1} \), and its prediction error \( sd(\hat{x}_{ijT+1}) \). The link occurrence score for the link \((i,j)\) is set to be the predicted probability for the link occurrence frequency at \( T + 1 \) to be greater than 1: \( S(i,j) = Pr(\hat{x}_{ijT+1} > 1) \).

Modeling the weighted graph series as a set of independent link occurrence series gives the simplest time-series model for link occurrences. The straightforward extension would be to consider the temporal correlations among the links. Theoretically the complete model should consider the correlations among all links simultaneously using multivariate time-series analysis frameworks such as vector autoregression and state-space models (Gilbert 1995). However, the large number of links makes such models intractable. In this paper we focus on the independent link occurrence time-series model and assess whether such a minimum model can produce useful predictions regarding future link occurrences. We leave more advanced multivariate time-series analysis for future research. As will be seen later, our approach demonstrates strong predictive power on future link occurrences. It clearly justifies further investigation into more advanced multivariate time-series models for further performance improvement.

5.2. Hybrid Approach to Time-Series Link Prediction

A common feature of existing link prediction approaches under the static graph representation is that the link occurrence probability of the link \((i,j)\) is determined by other links related to it. The CN and AA algorithms rely on the number of occurrences of link pairs of the form \((i,k),(k,j)\). The PA algorithm relies on the degrees of node \(i\) and node \(j\) (total numbers of links associated with node \(i\) and node \(j\)). For a densely connected graph, the link \((i,j)\) itself only contributes one degree to each node; therefore the preferential attachment score does not really reflect the information from the link \((i,j)\). The GM algorithm estimates the conditional probabilities associated with each node and the latent-class variable \(P(z \mid i)\) and \(P(j \mid z)\) and relies on them to derive the joint probability of observing the link \((i,j)\). Again, the link \((i,j)\) itself, as one instance of the data used to fit the conditional probabilities, has only a minor effect on the conditional probability estimates, especially when nodes \(i\) and \(j\) are linked to many other nodes, because the conditional probability estimates are derived from all links incident on nodes \(i\) and \(j\). The KZ and SA algorithms consider all possible paths connecting node \(i\) and node \(j\). These paths can be considered as the reachable links from the link \((i,j)\). Although the link \((i,j)\) gets the highest weight among all paths connecting nodes \(i\) and \(j\), within a densely connected graph, that single link again only represents a small fraction of the total connectedness score. In summary, these link prediction algorithms under the static graph representation rely heavily on the interlink dependencies to make predictions.

The univariate time-series link prediction model, on the other hand, relies entirely on the temporal dependencies of the individual links themselves and ignores any interlink dependencies. In fact, our time-series algorithm can only give predictions on the links that have occurred in the background graph series. It can be argued that our proposed univariate time-series link prediction model exploits data patterns that are almost conceptually orthogonal to those captured by the static graph link prediction algorithms. It makes intuitive sense to combine the two approaches to achieve improved link prediction performance. Ultimately the graph-based interlink dependencies (e.g., paths and neighbors) should be extended to capture time-series information and be tightly integrated into a time-series link prediction model. We have limited our investigation to simple combination methods such as average and product in this paper and leave more advanced hybrid algorithms for future research.

Figure 1 summarizes the hybrid time-series link prediction algorithm, which takes as input an adjacency matrix series \( \{M_0, \ldots, M_T\} \) and a static link prediction algorithm and produces a link occurrence probability score matrix for time \( T + 1 \). Figure 1 illustrates the algorithm using unweighted static graph representation for static link prediction and uses product to combine the static link and time-series prediction scores. We can also use weighted static graph
Hybrid Time-Series Link Prediction Algorithm

**Input:** Adjacency matrix series \( (M_1, \ldots, M_T) \), where \( M(i, j) \) gives the occurrence frequency of edge \((i, j)\) during time \( t \), \( i, j = 1, 2, \ldots, N \); static graph link prediction algorithm \( g: M \rightarrow Z \), where \( M \) is an adjacency matrix corresponding to a graph and \( Z \) is a link occurrence probability score matrix.

**Output:** \( S(i, j) \) gives the probability score of edge \((i, j)\) at time \( T + 1 \).

**Algorithm:**
1. Reduce the adjacency matrix series to a single adjacency matrix corresponding to a static graph representation:
   1.1 Compute \( M_{t-1}^{-1} M_{t-2}(i, j) = \sum_{l=1}^{T} M_{l}(i, j) \)
   1.2 Compute \( M_{t-1}^{-1} M_{t-2}(i, j) = 1 \) if \( M_{t-1}(i, j) > 1 \)
   0 otherwise
2. Compute static graph link predictions: \( S_t = g(M_{t-2}) \)
3. Estimate univariate time-series link prediction model
   3.1 Construct a zero \( N \times N \) matrix \( S_t \)
   3.2 Construct the link occurrence frequency series \( \{x_{ij}\} \), where \( x_{ij} = M(i, j) \)
   3.3 Repeat for \( p = 0, 1, 2, 3 \)
   3.4 Repeat for \( d = 0, 1 \)
   3.5 Repeat for \( q = 0, 1, 2, 3 \)
   3.6 Estimate model ARIMA \((p, d, q)\) and obtain the AIC score
   3.7 Identify the model with best AIC score and obtain \( \hat{x}_{ij} = M_t(i, j) \)
   3.8 \( S_t(i, j) = \Pr(\hat{x}_{ij+1} > 1) \)
4. Combine static graph and time-series prediction to obtain \( S \):
   4.1 Normalize the score matrices: \( S_t = S_t / \text{sum}(S_t) \)
   4.2 Identify minimum nonzero scores in \( S_t \) and \( S_t: m_0 \) and \( m_1 \)
   4.3 Repeat for \( i = 1 \) to \( N \)
   4.4 Repeat for \( j = 1 \) to \( N \)
   4.5 \( S(i, j) = (S_t(i, j) + m_0) \times (S_t(i, j) + m_1), a > 1 \).

**Figure 1** Hybrid Time-Series Link Prediction Algorithm

representation and use the adapted static graph link prediction algorithms described in §4 by skipping Step 1.2 in the algorithm and producing the link probability score matrix \( S_t \) directly from \( M_{t-2} \). In Step 4 of the algorithm, adding a fraction of the minimum score (dividing by the parameter \( \alpha > 1 \)) to the link probability scores is to prevent loss of predictive information when one of the two scores to be combined is zero. This design is based on the understanding of the complementary nature of the two link prediction approaches. Because only the ranks of the predicted scores matter but not the exact scores, any value of \( \alpha \) should generally work as long as it is greater than 1. Setting the value larger for \( \alpha \), we essentially give a heavier penalty for the predicted occurrence probability of the link if one of the two approaches generates a zero score.

6. Experimental Study

6.1. Data

We used two data sets to evaluate our proposed approach to link prediction given a series of link occurrence frequencies. We focus in this paper on presenting the results of the Enron e-mail data set because the capability to predict the likelihood of link (e-mail) occurrences in this context has the direct practical relevance for surveillances purpose. For example, being able to detect the anomalous e-mail communication among a group of surveillance targets may allow the analysts to identify important leads for critical events. We also report the experimental results on the coauthorship links within the field of high-energy particle physics. Here, a coauthored paper represents the extensive communications among the coauthors. We use this data set mainly as a validation data set to understand the behavior of the time-series and hybrid link prediction algorithms in different domains. Meanwhile, the predicted link likelihood among the authors may provide an interesting approach to detect innovative ground-breaking papers in the field, as shown in Rattigan and Jensen (2005).

6.1.1. Enron E-mail Data Set. We used a preprocessed version of the Enron e-mail data set provided by Shetty and Adibi (2005) (available at ftp://ftp.isi.edu/sims/palpilot/data/enron-mysqldump.sql.gz). This data set contains 252,759 e-mails from Enron employees, mainly senior managers. In our study, we have focused on e-mails sent from and to these 151 people. The final e-mail collection contained 21,254 e-mails during the period from May 11, 1999 to June 21, 2002. We performed the link prediction analysis mainly on the monthly e-mail graphs. In this study, an e-mail graph at month \( t \), \( G_t \), is an undirected graph with edges connecting senders and recipients of e-mails during that month. An edge \((i, j)\) represents that there has been at least one e-mail communication between \( i \) and \( j \) (either \( i \) sending at least one e-mail with recipients including \( j \) or \( j \) sending at least one e-mail with recipients including \( i \)). The number of e-mails between \( i \) and \( j \) in month \( t \) gives the link occurrence frequency or the weight of the link \( M_t(i, j) \). In total, there were 1,526 unique e-mail links with a total number of link occurrences of 47,088. Figure 2 shows the number of e-mail links and link occurrences across the 38 months in our data set marked with major Enron events. The peak level e-mail communication in these data occurred around October 2001, with 531 distinct e-mail links totaling 8,143 link occurrences. The peak month corresponded to Enron’s filing §618 million in losses, transferred from “special purpose entities” as net losses and the start of the SEC inquiry. The Enron e-mail communication context is particularly appropriate for the time-series link prediction setup, because we are interested in the communications among a stable set of individuals with repeated communications—not only whether a
pair of individuals has ever communicated or not, but also in who communicated with each other at a particular time.

6.1.2. High-Energy Particle Physics Coauthorship Data Set. The high-energy particle physics coauthorship data set is based on data from the arXiv archive and the Stanford Linear Accelerator Center SPIRES-HEP database provided for the 2003 KDD Cup competition on citation prediction with additional preparation performed by the Knowledge Discovery Laboratory, University of Massachusetts at Amherst (available at http://kdl.cs.umass.edu/data/hepth/hepth-info.html). This data set has been widely used in many studies on modeling of social networks and relational learning in general and on link prediction in particular, including the coauthorship link prediction study (Liben-Nowell and Kleinberg 2003). The complete data set contains 29,555 papers by 9,200 authors with 87,794 coauthorship relationships during the period from 1992 to 2003. Similar to our treatment of the Enron e-mail data set, we decided to focus on the top 102 most productive authors who authored more than 80 papers in this data set. We only included the coauthorship links among these 102 authors in our experiment.

The final data set used for the experiment contained 1,172 papers authored by at least two of the top 102 authors. In the end, 95 authors were included in the experiment data. There are seven top authors who did not coauthor with other top authors. Because some papers had multiple submissions to the database, we used the latest submission time as the timestamp for each paper. The 1,172 papers were submitted between January 1992 and May 2003. We performed the link prediction analysis on the quarterly coauthorship graphs. A coauthorship graph at quarter $t$, $G_t$, is an undirected graph with edges connecting coauthors of papers submitted during that quarter. An edge $(i, j)$ in such a graph represents that there has been at least one paper coauthored by $i$ and $j$. The number of papers containing $i$ and $j$ in the author list in quarter $t$ gives the link occurrence frequency $M_t(i, j)$. In total, there were 280 unique coauthorship links with 1,796 link occurrences. Compared to the e-mail data set, the coauthorship data set contains sparser communication graphs with fewer link occurrences and more stable link occurrences over time.

6.2. Experimental Setup and Implementation Details

In our experiments, we adopted a moving-window approach to evaluate the performance of time-series link prediction algorithms. Given a specified window size $T$, for each time period $t$ ($t > T$), we use graphs of $T$ previous periods $(G_{t-T}, \ldots, G_{t-1})$ to predict links that occur in the current period $(G_t)$. We refer to $(G_{t-T}, \ldots, G_{t-1})$ as the background graph series for $G_t$. Generally, with longer background graph series our proposed approach is able to capture the potential within-link occurrence dependency patterns to
complement the typical methods based on cross-link dependency patterns. On the other hand, one may argue that the most recent graph \( G_{t-1} \) may contain the most critical temporal dependency information for predicting \( G_t \). While the ARIMA model should be able to detect this pattern by arriving at a short-length autocorrelation model in theory, we also included in our experiment a simple algorithm by using the occurrence counts in \( G_{t-1} \) as the link occurrence scores for \( G_t \), which we refer to as the \( T-1 \) algorithm. As we will see later in the experimental results, the proposed ARIMA model consistently significantly outperformed the \( T-1 \) algorithm. For nodes that are not linked to any other nodes in the background graph series, no link prediction algorithm is able to give any informative predictions. Therefore, in this study, we focus on predicting links between nodes that have appeared in the background graph series.

To evaluate the link prediction performance, we construct a receiver operating characteristics (ROC) curve (Bradley 1997) with the \( x \)-axis being the percentage of links not occurring in \( G_t \) (negative links) that are in the selected links (the number of negative links predicted to be positive divided by the total number of negative links) and the \( y \)-axis being the percentage of actually occurring links (positive links) that are in the selected links (the number of positive links predicted to be positive divided by the total number of positive links). As we move along the \( x \)-axis, the larger percentage of links are selected (by lowering the link occurrence score threshold), and the percentage of actually occurring links that are in the selected links monotonically increases. When all links are selected the percentage of the selected links will be 1. Therefore the ROC curve always starts at \((0, 0)\) and ends at \((1, 1)\). The ROC curve associated with prediction by randomly selecting links to include will result in a 45-degree line. A perfect link prediction algorithm should assign higher link occurrence scores to those links actually occurring in \( G_t \) than all other links, which will result in a ROC curve formed by two line segments, \((0, 0)-(0, 1)\) and \((0, 1)-(1, 1)\). The standard measure to assess the quality of the ROC curve is the area under the curve (AUC) measure. The AUC measure is strictly bounded between 0 and 1. The perfect algorithm has an AUC measure of 1 and the random algorithm has an AUC measure of 0.5.

We consider the AUC measure to be the preferred measure of the quality of link prediction over other measures such as precision and recall because one needs to set (often arbitrarily) the number of links to include in the set of predicted links to derive the percentage of links in this set to be actual links (the precision measure) and the percentage of actual links appearing in this set (the recall measure). When we construct the ROC curve, we have a complete characterization of all sizes of the set of predicted links. The AUC measure gives a summary metric for the algorithm’s overall performance with different prediction set sizes, while a detailed look into the shape of the ROC curve reveals the performance of the algorithm at each prediction set size.

For each time period \( t (t > T) \) we first prepared the background graph series containing \( T \) graphs. We then reduced these background graph series to a single background graph and applied static graph link prediction algorithms. For standard link prediction algorithms, the background graph is unweighted, only representing the binary occurrences of the links in previous \( T \) periods. Because our proposed time-series link prediction algorithm utilizes the frequency information, to have a close comparison, we also created a frequency background graph by setting the frequency of a link as the sum of frequencies of that link in the background graph series and applied the frequency-based modification of the standard link prediction algorithms described in §4. We then applied the proposed time-series link prediction algorithm using the original background graph series and compared it with the two sets of performance measures for static graph link prediction algorithms. Last, we investigate the performance of hybrid methods combining the static graph link prediction algorithms and the proposed time-series algorithm. Because our experimental results showed no substantial difference between the performances of the static graph algorithms with the binary and frequency background graph, the static graph algorithm without frequency modification was used to combine with the time-series algorithm.

6.3. Experimental Results

6.3.1. Enron E-mail Data Set Results. Because our data cover 38 months from May 1999 to June 2002, with the moving-window size set to 13 months, we generated predictions for 25 months from June 2000 to June 2002. Table 1 shows the link prediction performances of the static graph link prediction algorithms, the proposed time-series algorithm (TS), and the \( T-1 \) algorithm measured by AUC when \( T \) is set to 13. The static graph algorithms include the common neighbors (CN), preferred attachment (PA), Adamic/Adar (AA), Katz (KZ), generative model (GM), and spreading activation (SA) algorithms. Two sets of results are reported for these algorithms under the binary and weighted static graph representations. In Table 1, the boldface measures indicate the best-performing algorithm for that month. The last three months had an extremely small number of links. We exclude these three months in our comparison of algorithms but still present the results for the sake of completeness.
For 21 of the 22 months, the KZ algorithm with the weighted or unweighted graph had the best performance and therefore had the best overall performance. In the 22nd month, the GM algorithm with the unweighted graph had the best performance. On average the KZ algorithm achieved the AUC measure of 0.9001, significantly better than the second-best-performing algorithm (AA) with a paired two-sample t-test p-value smaller than 0.0001. Generally, the standard link prediction algorithms performed better with the binary graph than the weighted graph. In our later analysis we will focus on analyzing the standard static graph link prediction algorithms under the binary setting.

Our proposed time-series link prediction algorithm was able to achieve an average AUC measure of 0.8416, significantly better than the PA (0.7005) and SA (0.8203) algorithms and not significantly different from the CN (0.8544) and AA (0.8652) algorithms at the 0.01 significance level with the paired two-sample t-tests. Given that our time-series algorithm does not consider interlink correlations at all and only relies on the time correlations of occurrence frequencies of the individual links, its competitive performance relative to the existing static graph link prediction algorithms is fairly surprising. It shows that the temporal distribution of the occurrence frequencies of a link contains valuable information for predicting its future occurrence. This relatively straightforward data pattern actually has greater predictive power than several graph-based interlink dependency patterns used by the static graph link prediction algorithms in our study. The performance of the T − 1 algorithm makes this message even stronger. By simply using the link occurrence frequency in \( G_{t-1} \) as the link occurrence score, we achieved the average AUC measure of 0.7697, significantly better than the PA algorithm.

The comparison between our proposed time-series algorithm and the \( T − 1 \) algorithm reveals that the ARIMA model adds additional predictive power by looking into longer time series of link occurrences. The \( T − 1 \) algorithm uses the most recent link occurrence information for link prediction directly. One may wonder how static graph algorithms will perform taking the most recent background graph \( G_{t-1} \) as input—in other words, setting \( T = 1 \). Furthermore, we are also interested in the performance of these algorithms and the time-series algorithm as we vary the value of \( T \). Table 2 presents the average AUC measures of the static graph and time-series link predic-
tion algorithms by setting the values of $T$ to 1, 3, 5, 8, 13, 15, and 20. We did not include the performance number for the time-series algorithm when $T \leq 5$ because the time-series would be too short to fit a meaningful ARIMA model. As we vary the value of $T$, predictions change accordingly. Excluding the last three months of data, we obtain predictions for 35 – $T$ months. We present the average AUC measure over all possible prediction months for each value of $T$ as well as the average AUC measure over the 15 (35 – 20) common months prior to April 2002 to have a direct comparison of the effect of $T$ on the prediction performance. We observe that the static graph algorithms achieved similar performance as long as at least three previous months of data were used to form the static background graph. This is expected because for the static graph representation many link occurrences only provide redundant information. The only exception is the PA algorithm, which achieved the best performances when $T$ was between three and eight. The time-series algorithm performed similarly when we varied $T$ from 8 to 20.

Note that the proposed time-series link prediction only applies to the situation where abundant time-series link occurrence information is available. In general, the background graph series needs to contain at least eight graphs for the proposed approach to be effective. Therefore with each graph in the series constructed using communications occurring in one day, one week, or one month, we would need eight days, two months, or eight months of historical data, respectively, to apply the proposed approach. The decision on the length of time to form each graph in the background graph series is domain and application dependent. For example, using monthly data to form coauthorship graphs would most likely result in very sparse graphs, losing the cross-link dependency information. On the other hand, the general frequency of link occurrence also determines the prediction target correspondingly. For example, predicting the coauthorship link within a quarter or a year would probably make more sense than predicting coauthorship links within a particular month. For the Enron e-mail data set, we do have sufficiently frequent link occurrences to form weekly e-mail graphs.

Table 3 shows the average AUC measures of the static graph, time-series, and hybrid algorithms with $T$ set to be 13 over the period of 118 weeks excluding the beginning and ending quiet weeks. It is observed that the performances of the algorithms were generally consistent with the monthly graph analyses. The time-series link prediction algorithm achieved the second-best average AUC measure, following the KZ algorithm. By incorporating the time-series predictions, all static graph algorithms achieved significant improvements according to the paired two-sample $t$-test with a $p$-value smaller than 0.0001, ranging from 0.37% for the KZ algorithm to 15.81% for the PA algorithm.

Figure 3 shows the numbers of links for which each ARIMA model was chosen as the best model based on the background graph series for October 2001. The first four ARIMA models $(0, 1, 1), (0, 0, 1), (0, 0, 1), (0, 1, 1),$ and $(1, 1, 0)$ accounted for more than 80% of the links. The distribution for background graph series of other months also generally followed a similar pattern. These patterns show that the model space can be drastically reduced for an ARIMA model fitting without significantly reducing the model fit and prediction performance. Figure 4 shows four example link occurrence series that contain the background series of 13 months and the actual link occurrence frequency in October 2001 ($t = 14$). We observe that links 1 and 4 had qualitatively similar time-series patterns, resulting in the same best-fitting ARIMA model of $(0, 1, 2)$. Comparing the predicted link occurrence frequency with the actual values shown in Figure 4, we can see that the ARIMA models successfully captured the temporal trend. In particular, the time series for links 2 and 3 would be treated almost identically under the static graph approach. The ARIMA model provided the predicted occurrence probability.
for link 2 (which did not occur at $t$) as 0.397, smaller than 0.5 and the other three links.

To better understand the differences among predictions of the algorithms evaluated, we studied the correlation of link occurrence probability score matrices. Because the time-series link prediction algorithm can only make a prediction for links that have occurring previously, we only included predicted scores for these previously occurring links when computing the correlation coefficients. We report the correlation coefficients of the link occurrence probability score matrices for October 2001 in Table 4. These correlation coefficients significantly differ from zero, with $p$-values smaller than 0.0001 due to the large number of scores included for computation.

As expected, the CN and AA algorithms were highly correlated with a correlation coefficient of 0.9914. The GM algorithm had relatively high correlation with the CN algorithm (0.8316) and the AA algorithm (0.8542). The other algorithm pairs had relatively weak correlations. The correlation between the time-series algorithm and the static graph algorithms ranged from 0.2617 (with the PA algorithm) to 0.7409 (with the KZ algorithm). These observations are generally consistent with our analysis that the proposed time-series link prediction algorithm utilizes the information set that complments the ones used by the static graph algorithms.

Figure 5 shows the ROC curves of the static graph algorithms and the time-series algorithm for October 2001. It can be seen that the ROC curve of the time-series algorithm shows a different shape from the ones of the static graph algorithms. The ROC curves for the static graph algorithms are generally smooth, while there is clearly a turning point for the ROC curve of the time-series algorithm when the percentage of positive links included reaches 70%. This turning point corresponds roughly to the percentage of links in the October 2001 e-mail graph that occurred previously in its background graph series. This result shows that the time-series algorithm achieves better performance on previously occurring links than other algorithms, including the best-performing KZ algorithm. The segment of the ROC curve for the time-series algorithm after the turning point is close to a straight line. This is fully expected because the time-series algorithm assigns zero scores for the

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>CN</th>
<th>AA</th>
<th>PA</th>
<th>GM</th>
<th>SA</th>
<th>KZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>0.9914</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA</td>
<td>0.6075</td>
<td>0.6025</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM</td>
<td>0.8316</td>
<td>0.8542</td>
<td>0.5273</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA</td>
<td>0.7156</td>
<td>0.6791</td>
<td>0.5783</td>
<td>0.5687</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KZ</td>
<td>0.6386</td>
<td>0.6561</td>
<td>0.3333</td>
<td>0.6313</td>
<td>0.4351</td>
<td></td>
</tr>
<tr>
<td>TS</td>
<td>0.5297</td>
<td>0.5449</td>
<td>0.2617</td>
<td>0.5117</td>
<td>0.3371</td>
<td>0.7409</td>
</tr>
</tbody>
</table>

The table above shows the correlation coefficients of the link occurrence probability score matrices for October 2001. The correlations are highly significant, indicating that the proposed time-series link prediction algorithm effectively utilizes the information that complements the ones used by the static graph algorithms.
remaining links that did not occur previously, essentially picking all links at random to include.

Given the superior performance of the time-series algorithm on predicting the occurrence of previously occurring links and the fact that time-series predictions and static graph predictions only weakly correlate with each other, algorithms that combine the two approaches hold the promise to achieve better prediction performances. We next examine simple hybrid link prediction algorithms using product of link occurrence probability scores produced by the two approaches. Table 5 shows the performance of the hybrid link prediction using score products. For example, the column under $CN \times TS$ shows the AUC measure of the hybrid algorithm combining the time-series algorithm and the CN algorithm. Two link occurrence probability score matrices were produced by each individual algorithm, $S_{TS}$ and $S_{CN}$. Following the algorithm description in Figure 1, we first normalized the two score matrices and then identified the smallest nonzero element $m_T$ and $m_S$ for the two score matrices. The link prediction score matrix was then updated by adding $m_{T}/\alpha$ ($m_{S}/\alpha$) to each element of the matrix. We then obtained the hybrid score matrix $S_{TS-CN}$ by multiplying the TS and CN scores: $S_{TS-CN}(i,j) = (S_{TS}(i,j) + m_{T}/\alpha) \times (S_{CN}(i,j) + m_{S}/\alpha)$. Table 5 shows the experimental results with $\alpha = 2$.

Within the 22 months of our data used in analysis, the best-performing algorithm was always a hybrid algorithm. However, there was no single winning hybrid algorithm. Even though the KZ algorithm was clearly the best-performing algorithm in Table 1, the KZ $\times$ TS algorithm only achieved the best performance for 5 of the 22 months, with an average AUC measure of 0.9048. The AA $\times$ TS algorithm actually achieved the best performance in the greatest number of months (10 out of 22 months) with the highest average AUC measure of 0.9071. For all six algorithms, the incorporation of time-series prediction scores resulted in improvement in performance, ranging from 0.52% with the KZ algorithm to 21.85% with the PA algorithm. All improvements were statistically significant according to the paired two-sample $t$-test with $p$-values smaller than 0.0001. These results are consistent with the analysis of the correlation between the predictions generated by different algorithms. With the highest correlation of 0.7409, the KZ algorithm did not benefit much from the incorporation of the time-series prediction. On the other hand, the worst-performing PA algorithm, with the smallest
correlation of 0.2617, had the greatest improvement by incorporating the time-series prediction.

Other values of $\alpha$ (from 2 to 100) were also tested, and the results obtained were almost identical. We also experimented with using the average instead of the product to combine the static graph and time-series link prediction scores and obtained similar results as shown in Table 5.

6.3.2. Coauthorship Data Set Results. The coauthorship data set spanned over 46 quarters from 1992 to 2003. The window size of 13 produced 33 quarters of prediction data from the second quarter of 1995 to the second quarter of 2003. Table 6 shows the link prediction performances of the static graph link prediction algorithms, the proposed time-series algorithm, and the $T − 1$ algorithm measured by AUC. We noticed that the last quarter had an unusually small number of target links, possibly because of incomplete data collection. For analysis purposes, we excluded the results of this quarter. Similar to the e-mail data set results, the KZ algorithm was generally the best-performing algorithm. The KZ algorithm achieved the best performance for 23 of the 32 quarters with the weighted graph. It also achieved the best performance for two quarters with the unweighted graph. The time-series algorithm demonstrated stronger relative performance than with the e-mail data set. It achieved the best performance for the test of the seven quarters. Overall, the KZ algorithm achieved the highest average AUC measure of 0.9318 with the weighted graph (0.9285 with the unweighted graph), followed by the time-series algorithm with an average AUC measure of 0.8998. Similar to the e-mail data set results, the PA algorithm had the worst performance, even compared with the $T − 1$ algorithm. For the coauthorship data set, the static graph link prediction algorithms had a slightly better performance with the weighted graph.

Table 6  AUC Measures of the Static Graph and TS Algorithms—Coauthorship Data

<table>
<thead>
<tr>
<th>Year-quarter</th>
<th>No. of target links</th>
<th>CN</th>
<th>AA</th>
<th>PA</th>
<th>GM</th>
<th>SA</th>
<th>KZ</th>
<th>T − 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995q2</td>
<td>21</td>
<td>0.7241</td>
<td>0.7059</td>
<td>0.6726</td>
<td>0.8562</td>
<td>0.8547</td>
<td>0.8755</td>
<td></td>
</tr>
<tr>
<td>1995q3</td>
<td>14</td>
<td>0.6734</td>
<td>0.6552</td>
<td>0.5395</td>
<td>0.8172</td>
<td>0.7859</td>
<td>0.8483</td>
<td></td>
</tr>
<tr>
<td>1995q4</td>
<td>42</td>
<td>0.7757</td>
<td>0.7831</td>
<td>0.6747</td>
<td>0.7892</td>
<td>0.8569</td>
<td>0.9035</td>
<td></td>
</tr>
<tr>
<td>1996q1</td>
<td>34</td>
<td>0.8429</td>
<td>0.8323</td>
<td>0.7153</td>
<td>0.7859</td>
<td>0.8342</td>
<td>0.8758</td>
<td></td>
</tr>
<tr>
<td>1996q2</td>
<td>39</td>
<td>0.8231</td>
<td>0.8427</td>
<td>0.6785</td>
<td>0.8337</td>
<td>0.8156</td>
<td>0.9025</td>
<td></td>
</tr>
<tr>
<td>1996q3</td>
<td>28</td>
<td>0.6696</td>
<td>0.6873</td>
<td>0.5788</td>
<td>0.7739</td>
<td>0.7637</td>
<td>0.8985</td>
<td></td>
</tr>
<tr>
<td>1996q4</td>
<td>43</td>
<td>0.7706</td>
<td>0.7662</td>
<td>0.6932</td>
<td>0.7797</td>
<td>0.8142</td>
<td>0.8865</td>
<td></td>
</tr>
<tr>
<td>1997q1</td>
<td>34</td>
<td>0.7237</td>
<td>0.7396</td>
<td>0.5355</td>
<td>0.7711</td>
<td>0.7325</td>
<td>0.8857</td>
<td></td>
</tr>
<tr>
<td>1997q2</td>
<td>36</td>
<td>0.8141</td>
<td>0.8204</td>
<td>0.6596</td>
<td>0.8262</td>
<td>0.8423</td>
<td>0.9450</td>
<td></td>
</tr>
<tr>
<td>1997q3</td>
<td>38</td>
<td>0.8453</td>
<td>0.852</td>
<td>0.7009</td>
<td>0.8567</td>
<td>0.8327</td>
<td>0.9473</td>
<td></td>
</tr>
<tr>
<td>1997q4</td>
<td>37</td>
<td>0.8198</td>
<td>0.8400</td>
<td>0.6271</td>
<td>0.791</td>
<td>0.7886</td>
<td>0.9311</td>
<td></td>
</tr>
<tr>
<td>1998q1</td>
<td>39</td>
<td>0.8287</td>
<td>0.8416</td>
<td>0.6364</td>
<td>0.8124</td>
<td>0.7968</td>
<td>0.9563</td>
<td></td>
</tr>
<tr>
<td>1998q2</td>
<td>53</td>
<td>0.8512</td>
<td>0.8623</td>
<td>0.7173</td>
<td>0.8039</td>
<td>0.8386</td>
<td>0.9439</td>
<td></td>
</tr>
<tr>
<td>1998q3</td>
<td>27</td>
<td>0.8244</td>
<td>0.8352</td>
<td>0.7734</td>
<td>0.8361</td>
<td>0.8613</td>
<td>0.9371</td>
<td></td>
</tr>
<tr>
<td>1998q4</td>
<td>30</td>
<td>0.7639</td>
<td>0.7701</td>
<td>0.611</td>
<td>0.8185</td>
<td>0.772</td>
<td>0.937</td>
<td></td>
</tr>
<tr>
<td>1999q1</td>
<td>31</td>
<td>0.7693</td>
<td>0.778</td>
<td>0.6439</td>
<td>0.8126</td>
<td>0.7651</td>
<td>0.916</td>
<td></td>
</tr>
<tr>
<td>1999q2</td>
<td>37</td>
<td>0.8061</td>
<td>0.8126</td>
<td>0.6278</td>
<td>0.7966</td>
<td>0.7864</td>
<td>0.9284</td>
<td></td>
</tr>
<tr>
<td>1999q3</td>
<td>23</td>
<td>0.7809</td>
<td>0.7974</td>
<td>0.6326</td>
<td>0.8798</td>
<td>0.8408</td>
<td>0.9782</td>
<td></td>
</tr>
<tr>
<td>1999q4</td>
<td>41</td>
<td>0.8018</td>
<td>0.8164</td>
<td>0.64</td>
<td>0.8586</td>
<td>0.801</td>
<td>0.9569</td>
<td></td>
</tr>
<tr>
<td>2000q1</td>
<td>35</td>
<td>0.8582</td>
<td>0.8691</td>
<td>0.6863</td>
<td>0.8539</td>
<td>0.834</td>
<td>0.9475</td>
<td></td>
</tr>
<tr>
<td>2000q2</td>
<td>35</td>
<td>0.8277</td>
<td>0.8355</td>
<td>0.6801</td>
<td>0.8067</td>
<td>0.8145</td>
<td>0.9091</td>
<td></td>
</tr>
<tr>
<td>2000q3</td>
<td>19</td>
<td>0.796</td>
<td>0.7961</td>
<td>0.6317</td>
<td>0.7915</td>
<td>0.8295</td>
<td>0.9348</td>
<td></td>
</tr>
<tr>
<td>2000q4</td>
<td>39</td>
<td>0.8353</td>
<td>0.851</td>
<td>0.6763</td>
<td>0.861</td>
<td>0.8195</td>
<td>0.9367</td>
<td></td>
</tr>
<tr>
<td>2001q1</td>
<td>24</td>
<td>0.7894</td>
<td>0.8069</td>
<td>0.6931</td>
<td>0.8154</td>
<td>0.8292</td>
<td>0.964</td>
<td></td>
</tr>
<tr>
<td>2001q2</td>
<td>28</td>
<td>0.8564</td>
<td>0.865</td>
<td>0.7169</td>
<td>0.8674</td>
<td>0.8441</td>
<td>0.9759</td>
<td></td>
</tr>
<tr>
<td>2001q3</td>
<td>21</td>
<td>0.8807</td>
<td>0.8849</td>
<td>0.7516</td>
<td>0.8763</td>
<td>0.8814</td>
<td>0.9793</td>
<td></td>
</tr>
<tr>
<td>2001q4</td>
<td>22</td>
<td>0.7774</td>
<td>0.7823</td>
<td>0.7139</td>
<td>0.864</td>
<td>0.8552</td>
<td>0.9472</td>
<td></td>
</tr>
<tr>
<td>2002q1</td>
<td>22</td>
<td>0.8485</td>
<td>0.8528</td>
<td>0.7721</td>
<td>0.8278</td>
<td>0.846</td>
<td>0.9822</td>
<td></td>
</tr>
<tr>
<td>2002q2</td>
<td>19</td>
<td>0.8233</td>
<td>0.8234</td>
<td>0.7496</td>
<td>0.8388</td>
<td>0.8619</td>
<td>0.9567</td>
<td></td>
</tr>
<tr>
<td>2002q3</td>
<td>30</td>
<td>0.787</td>
<td>0.7992</td>
<td>0.6348</td>
<td>0.8446</td>
<td>0.8053</td>
<td>0.9095</td>
<td></td>
</tr>
<tr>
<td>2002q4</td>
<td>23</td>
<td>0.6768</td>
<td>0.6699</td>
<td>0.5666</td>
<td>0.7429</td>
<td>0.7974</td>
<td>0.9216</td>
<td></td>
</tr>
<tr>
<td>2003q1</td>
<td>18</td>
<td>0.7247</td>
<td>0.733</td>
<td>0.5651</td>
<td>0.8241</td>
<td>0.7815</td>
<td>0.881</td>
<td></td>
</tr>
<tr>
<td>2003q2</td>
<td>6</td>
<td>0.748</td>
<td>0.7477</td>
<td>0.5878</td>
<td>0.8543</td>
<td>0.8521</td>
<td>0.9766</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>0.7922</td>
<td>0.7985</td>
<td>0.6596</td>
<td>0.8234</td>
<td>0.8195</td>
<td>0.9300</td>
<td></td>
</tr>
<tr>
<td>Average excluding last quarter</td>
<td></td>
<td>0.7936</td>
<td>0.8001</td>
<td>0.6625</td>
<td>0.8224</td>
<td>0.8185</td>
<td>0.9285</td>
<td></td>
</tr>
</tbody>
</table>

Huang and Lin: Time-Series Link Prediction Problem with Applications in Communication Surveillance
Table 7 shows the performance of the hybrid link prediction using score products. The results are similar to the e-mail data set results. The $KZ \ast TS$ algorithm had generally the best performance with an average AUC measure of 0.9353 but did not consistently outperform other hybrid algorithms across the 32 quarters. In fact, all six hybrid algorithms achieved the best performance in at least two quarters. By incorporating the time-series prediction, the six static graph link prediction algorithms had improvements ranging from 0.73% (the $KZ$ algorithm) to 36.99% (the PA algorithm). All improvements are significant according to the paired two-sample $t$-test with $p$-values smaller than 0.0001.

7. Conclusions and Future Directions

The time-series link prediction problem is formally introduced in this paper. Our formulation extends from existing link prediction studies to explicitly modeling the time-series patterns of the link occurrence frequencies. Such a formulation can lead to improved link prediction quality in application domains where the repeated link occurrences are of central interest, such as communication surveillance. We proposed a univariate time-series model to estimate ARIMA models for individual links as a minimum model that can capture the time-series frequency pattern of link occurrences. This model produces predictions on future occurrences of links based on the intralink dependencies over time. The existing link prediction algorithms based on a static graph representation can also be used for a time-series link prediction problem by reducing the weighted graph series to a single static graph. The static link prediction approach mainly relies on interlink dependency patterns (such as paths and...
clusters) to perform link prediction. As the time-series and static graph approaches employ conceptually orthogonal data patterns, we proposed hybrid time-series link prediction combining the predictions from both approaches for improved link prediction performance.

We experimented with our proposed univariate TS and hybrid algorithms on the monthly e-mail graphs based on the Enron data set and quarterly coauthorship graphs based on the high-energy theoretical physics literature. Our experimental results showed that the univariate time-series model, despite being the minimum model capturing the time-series information, achieved comparable performance with the best-performing ones of six commonly used static graph link prediction algorithms: CN, AA, PA, KZ, SA, and GM algorithms. Consistent with our analysis, the time-series and the static graph predictions were shown to have only weak correlations, indicating the possibility of prediction performance improvement with hybrid approaches. The experimental results showed that the hybrid TS algorithm achieved significantly improved prediction performance than the time-series approach or static graph approach alone. Combining the time-series prediction model with each of the six static graph algorithms in our study had significantly better average performances. The combination of the KZ and TS algorithms had the overall best performance for both data sets. However, there was no consistent winner among the hybrid algorithm across all the time periods we evaluated.

Our study represents an initial effort toward building an integrated time-series link prediction algorithm that can exploit the interlink dependencies (network/graph structural patterns such as paths and clusters) and intralink time dependencies simultaneously for improved link prediction performance in application domains such as communication surveillance. Our experiments of the univariate time-series model presented strong evidence for the potential of the predictive value of the time-series link occurrence patterns. In future research, we will explore multivariate time-series models that can incorporate more complex covariance structures that have been well studied in the time-series analysis literature. More importantly, we will explore covariance structures motivated by the commonly used network/graph-based interlink dependency structures to build truly integrated hybrid time-series link prediction algorithms.
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