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Abstract. The Letter studies the problem of numerical approximations of the critical transition temperature and the energy gap function in the Bardeen–Cooper–Schrieffer equation arising in superconductivity theory. The positive kernel function leads to a phonon-dominant state at zero temperature. Much attention is paid to the equation defined on a bounded region. Two discretized versions of the equation are introduced. The first version approximates the desired solution from below, while the second, from above. Numerical examples are presented to illustrate the efficiency of the method. Besides, the approximations of a full space solution and the associated critical temperature by solution sequences constructed on bounded domains are also investigated.
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1. Introduction

In the Bardeen–Cooper–Schrieffer (BCS) quantum theory of superconductivity, the superconducting state is characterized by a positive gap function, \( \Delta(k) \) (say), which is the solution of the BCS equation (see, for example, [5] and [6])

\[
\Delta(k) = \int dk'K(k,k')\varphi(k',\Delta(k')),
\]

where

\[
\varphi(k',\Delta(k')) = H_\beta((k'^2 - \mu)^2 + \Delta^2(k'))^{1/2}\Delta(k')
\]

with

\[
H_\beta(t) = \frac{\tanh(\beta t)}{t},
\]
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\( \mu > 0 \) being the chemical potential or Fermi energy, \( \beta \) the inverse of the absolute temperature, \( T \geq 0 \), \( K(k, k') = -V_{kk'} \), the negative matrix elements of the interaction potential of electrons with wave vectors \( k, k' \in \mathbb{R}^3 \), and \( k^2 = |k|^2 \). In general, \( V_{kk'} \) is the sum of two terms. The first term, positive, arises from the repulsive Coulomb force, while the second one, negative, from the attractive phonon force. For a superconductor, the basic BCS assumption says that \( V_{kk} < 0 \) (or \( K(k, k') > 0 \)), namely, the dominance of phonon interaction is assumed. In this situation, electrons can form Cooper pairs at low temperatures or, equivalently, Equation (1.1) now has a bounded positive solution (the energy gap), which leads to the birth of supercurrent. As a consequence, superconductivity takes place. Such a global phase transition picture was already known to BCS under the over-simplified condition

\[
V_{kk'} = \begin{cases} 
-V_0, & V_0 > 0, \\
0, & |k|, |k'| \leq r_0, \\
, & |k|, |k'| > r_0.
\end{cases}
\] (1.4)

Here \( r_0 > \mu \). The recent work [10] shows that, when \( V_{kk'} \) is a negative continuous function, the above phase transition still holds in general. More precisely, it has been proved there that, if

\[
K(k, k') \leq \sigma(k'), \quad \frac{\sigma(k)}{k^2 + 1} \in L(\mathbb{R}^3)
\] (1.5)

(to ensure boundedness of solutions), then there is a critical temperature \( T_c > 0 \), so that, for \( 0 \leq T = 1/\beta < 1/\beta_c = T_c \), the BCS equation (1.1) on \( \mathbb{R}^3 \) has a positive gap solution \( \Delta(k) > 0 \), representing the occurrence of superconductivity, while for \( T = 1/\beta > 1/\beta_c = T_c \), the only solution of (1.1) is the trivial one, \( \Delta(k) = 0 \), indicating the dominance of the normal phase.

The next important problem is to determine numerically the critical temperature \( T_c \) and the gap function \( \Delta(k) \) for \( T < T_c \). The resolution of this problem is of obvious practical value. However, due to the complexity of (1.1), there have only been credible computations of (1.1) for the over-simplified kernel function (1.4) or for equations with separable kernels in literature, although early in [7] the convergence of an iterative procedure is studied at the zero temperature limit. The main purpose of this Letter is to provide a reliable numerical method to compute both the solution and the critical temperature of (1.1) on an arbitrary bounded region. The approximation of a solution in full \( \mathbb{R}^3 \) by solutions sequences on bounded regions will also be investigated under some conditions.

The Letter is organized as follows. In Section 2, we introduce two discretized versions of (1.1) on a bounded region, called the min-min and the max-max approximations. We show that these approximations lead to two critical temperatures, \( \tau_c \) and \( \tau''_c \), respectively, and \( \tau'_c \leq T_c \leq \tau''_c \), where \( T_c \) is the critical temperature of (1.1) on the given bounded region. Below the critical temperatures, the discretized BCS equations have positive solutions, \( \Delta' \) and \( \Delta'' \) with \( \Delta' \leq \Delta \leq \Delta'' \), where \( \Delta \) is the unique positive solution of (1.1). We will point out that finer discretizations yield
better approximations. In Section 3, we study the connection between full space solutions and solutions obtained on bounded regions. We shall also show that the uniqueness of a full space solution there follows naturally as a by-product. In Section 4, we discuss in detail a series of numerical solutions constructed from the method of this Letter. We choose a radially symmetric limit to study and the discretizations can be viewed as being made by a sequence of spherical shells contained in a ball. Monotone convergence, approximation of the critical temperature from below and above, dependence of the number of iterations on the range of the temperature parameter, and so on, are discussed. These examples confirm very well our theoretical expectations.

Note that, in some circumstances, especially in the theoretical developments of high-\(T_c\) superconductivity theory \[2, 4\], the kernel function \(K(k, k')\) in (1.1) may be allowed to change signs or be a complex function with a correspondingly modified nonlinear self-coupling \(\varphi_p\) (see e.g. \[8, 9\]). Our method does not apply for these models. However, it is our hope that the study here may serve as an initial step toward a better understanding of the BCS-type equations.

2. The Method of Approximation

In this section, the BCS equation (1.1) is assumed to be defined on a bounded region \(\Omega\) containing the ball

\[
\{k \in \mathbb{R}^3 | k^2 \leq 2\mu\}
\]

(say) and the kernel \(K(k, k')\) is continuous on \(\Omega\) and nonnegative (for greater generality). The basic positivity condition imposed in this section takes the form

\[
K(k, k') > 0 \quad \text{in } \overline{\Omega}_\mu, \quad \Omega_\mu = \{k \in \mathbb{R}^3 | |k^2 - \mu| < \delta\},
\]

where \(\delta > 0\) is small.

To discretize (1.1), we introduce a partition of \(\Omega\) as follows. Let \(\{\Omega_j | 1 \leq j \leq n\}\) be a collection of open subsets of \(\Omega\) such that

\[
\Omega_j \cap \Omega_k = \emptyset (j \neq k), \quad \bigcup_{j=1}^n \overline{\Omega}_j = \Omega.
\]

2.1. THE MIN-MIN SCHEME

We first approximate the BCS equation (1.1) over \(\Omega\) by the following discretized equation

\[
U = \{u_j\} \in \mathbb{R}^n,
\]

\[
u_j = (m(U))_j
\]

\[
= \min \sum_{k \in \Omega_j} \min_{k \in \Omega_k} K(k, k')F_p(k', u_k)u_k |\Omega_k|,
\]

(2.2)
where
\[ F_\beta(k, u) = H_\beta([k^2 - \mu] + u^2)^{1/2} \]
(see (1.2)). We call this scheme the min-min approximation of (1.1).

We say that \( U = \{u_j\} \in \mathbb{R}^n \) is positive (nonnegative), if \( u_j > 0 \) (\( u_j \geq 0 \)) for \( j = 1, 2, \ldots, n \). We write \( U > 0 \) (\( U \geq 0 \)). Besides, we say \( U > V \) (\( U \geq V \)) if \( U - V > 0 \) (\( U - V \geq 0 \)). We use the notation
\[ \mathcal{C} = \{ U \in \mathbb{R}^n | U = \{u_j\}, u_j \geq 0 \} \]
to denote the set of nonnegative vectors. In the sequel, we will only be interested in nonnegative solutions.

For (2.2), we can state

**THEOREM 2.1.** There is a suitable partition \( \{\Omega_j | 1 \leq j \leq n\} \) of \( \Omega \) to ensure the existence of a number \( \beta_c > 0 \) so that (2.2) has a nontrivial solution in \( \mathcal{C} \) for any \( \beta : \beta_c < \beta < \infty \), while for \( \beta < \beta_c \), the only solution of (2.2) is the trivial one, \( U = 0 \). A positive solution is also unique. If, in addition, the kernel function satisfies
\[ K(k, k') = H(k, k') h(k') \]
with \( H(k, k') > 0 \) on \( \Omega \times \Omega \) and \( h(k') > 0 \) on \( \partial \Omega \), then a nontrivial solution at any \( \beta > \beta_c \) must be positive and, hence, unique. Besides, at \( \beta = \beta_c \), the only solution of (2.2) in \( \mathcal{C} \) is the zero solution.

The purpose of such a result is to use \( 1/\beta_c \) as a lower estimate for the critical temperature in the continuous equation (1.1). We remark that sometimes the existence of \( \beta_c \) may fail if the partition of \( \Omega \) is not chosen properly. For example, when a partition is fixed and \( K(k, k') \) is so small that \( m \) becomes a contraction in \( \mathbb{R}^n \) at \( \beta = \infty \), then it is easily checked that \( m \) is a contraction at any \( \beta > 0 \). In other words, there is no \( \beta \) so that (1.1) has a nontrivial solution because \( U = 0 \) is already a solution.

We split the proof of Theorem 2.1 into several steps.

**LEMMA 2.2.** \( m: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a monotone operator in the cone \( \mathcal{C} \) in the sense that \( m: \mathcal{C} \rightarrow \mathcal{C} \) and \( m(U) \leq m(V) \) for \( U \leq V \). Besides, if the additional condition in Theorem 2.1 is valid, then there is partition of \( \Omega \) so that \( m(U) < m(V) \) for \( U < V \). Moreover, \( m \) is increasing in \( \beta > 0 \).

**Proof.** This is because \( F_\beta(k', u) (u \in \mathbb{R}) \) increases in \( u \geq 0 \) and in \( \beta > 0 \). \( \square \)

**LEMMA 2.3.** When \( \beta > 0 \) is small, the only solution of (2.1) is the trivial one, \( U = 0 \).

**Proof.** If \( \beta \) is small, the property of \( F_\beta \) (see (1.2)) implies that \( m \) is a contraction. So \( m \) has only one fixed point in \( \mathbb{R}^n \) which is the zero vector. \( \square \)

**LEMMA 2.4.** There is a partition \( \{\Omega_j | 1 \leq j \leq n\} \) of \( \Omega \) so that when \( \beta > 0 \) is sufficiently large, the equation (2.1) has a nontrivial subsolution, \( U \), in \( \mathcal{C} \) to make \( m(U) \geq U \).
Proof. Recall (2.1). Let $K(k, k') \geq c_0 > 0$ in $\mathcal{O}_{\mu, \delta} \times \mathcal{O}_{\mu, \delta}$. Since

$$I(\varepsilon) = \int_{\mathcal{O}_{\mu, \delta}} \frac{d k'}{([k'^2 - \mu]^2 + \varepsilon^2)^{1/2}}$$

$$= 4\pi \int_{\sqrt{\mu + \delta}} \frac{\rho^2 d \rho}{(12 \rho^2 - \mu^2)^{1/2}} \rightarrow \infty \quad \text{as } \varepsilon \rightarrow 0,$$

there is an $\varepsilon_0 > 0$ so that $I(\varepsilon_0) \geq 3/c_0$. Hence, if $\beta > 0$ is sufficiently large, there holds

$$\int_{\mathcal{O}_{\mu, \delta}} F_\beta(k', \varepsilon_0) \, dk' = \int_{\mathcal{O}_{\mu, \delta}} \frac{\tanh(\frac{1}{2} \beta ([k'^2 - \mu] + \varepsilon_0^2)^{1/2})}{([k'^2 - \mu] + \varepsilon_0^2)^{1/2}} \, dk' \geq \frac{2}{c_0}.$$

As a consequence, we can find a partition of $\mathcal{O}_{\mu, \delta}$, say $\{O_j | 1 \leq j \leq n - 1\}$, so that

$$\sum_{k=1}^{n-1} \min_{k' \in O_k} F_\beta(k', \varepsilon_0) |O_k| > \frac{1}{c_0}.$$

Therefore,

$$\min_{k \in O_j} \sum_{k'=1}^{n} \min_{k' \in O_{k'}} K(k, k') F_\beta(k', \varepsilon_0) |O_k| > 1. \tag{2.3}$$

Let $\Omega_n$ be the complement of $\mathcal{O}_{\mu, \delta}$ in $\Omega$ and $\Omega_j = O_j$, $j = 1, 2, \ldots, n - 1$. Then $\{\Omega_j | 1 \leq j \leq n\}$ is a partition of $\Omega$. Define $\mathcal{U} = \{u_j\} \in \mathcal{U} \subset \mathbb{R}^n$ by setting

$$u_j = \varepsilon_0, \quad j = 1, 2, \ldots, n - 1, \quad u_n = 0.$$

From (2.3) we see that $m(\mathcal{U}) \geq \mathcal{U}$ as expected. \hfill \Box

**Lemma 2.5.** There is a $\delta_0 > 0$ so that for any $\delta \geq \delta_0$, the vector $\mathcal{U} = \{u_j\} \in \mathbb{R}^n$ with $u_j = \delta, j = 1, 2, \ldots, n$ is a supersolution of (2.2) for any $\beta: 0 < \beta \leq \infty$, in the sense that $m(\mathcal{U}) < \mathcal{U}$. Moreover, if $\mathcal{U}$ is a subsolution of (2.2), then $\mathcal{U} < \mathcal{U}$.

**Proof.** It is obvious that the structure of the function $F_\beta(k', u)$ allows us to find a number $\delta_0 > 0$ so that for $\delta \geq \delta_0$, there holds

$$\max_{k, k' \in \Omega} K(k, k') F_\beta(k', \delta) |\Omega| < 1, \quad 0 < \beta \leq \infty.$$

Define $\mathcal{U} = \{u_j\} \in \mathbb{R}^n$ by setting $u_j = \delta, j = 1, 2, \ldots, n$. We have $m(\mathcal{U}) < \mathcal{U}$. Namely, $\mathcal{U}$ is a supersolution of (2.2).

Let $\mathcal{U}$ be a subsolution of (2.2) with $\mathcal{U} = \{u_j\}$. If there is a $k (1 \leq k \leq n)$ so that

$$u_k = \max_{1 \leq j \leq n} u_j \geq \delta_0,$$
then \( \bar{U} = \{u_j\} \) with \( u_j = \bar{u}_k, \, j = 1, 2, \ldots, n \), is a supersolution produced above. The monotonicity of \( m \) (see Lemma 2.2) says that
\[
u_k \leq (m(\bar{U}))_k \leq (m(\bar{U}))_k < (\bar{U})_k = u_k,
\]
which is a contradiction. \( \square \)

**Lemma 2.6.** If (2.2) has a nontrivial subsolution \( \underline{U} \in \mathcal{C} \), then it has a nontrivial solution in \( \mathcal{C} \).

**Proof.** Let \( \bar{U} \) be a supersolution produced in Lemma 2.5. Introduce the iterative sequence
\[
U_{l+1} = m(U_l), \quad l = 1, 2, \ldots, \quad U_1 = \bar{U}.
\]
The monotonicity of \( m \) and the fact \( \underline{U} < \bar{U} \) (Lemma 2.5) imply that
\[
\underline{U} < \cdots \leq U_l \leq \cdots \leq U_2 \leq U_1 = \bar{U}.
\]
Hence, \( U = \lim_{l \to \infty} U_l \) is a solution of (2.2) satisfying \( \underline{U} \leq U \leq \bar{U} \). \( \square \)

We can now proceed to prove Theorem 2.1.

Set
\[
\Lambda = \{\beta | \beta > 0 \text{ is such that (2.2) has a nontrivial solution in } \mathcal{C}\}.
\]
We claim that \( \Lambda \) is an interval. To see this, we need only to show that if \( \beta_1 < \beta_2 \), \( \beta_1 \in \Lambda \), then \( \beta_2 \in \Lambda \). In fact, if we denote by \( U_1 \) a nontrivial solution of (2.2) in \( \mathcal{C} \) corresponding to \( \beta = \beta_1 \), then Lemma 2.2 yields the inequality \( U_1 \leq m(U_1) \) at \( \beta_2 \).

Namely, \( U_1 \) is a nontrivial subsolution at \( \beta = \beta_2 \). By Lemma 2.6, we conclude that \( \beta_2 \in \Lambda \).

Define \( \beta_c^c = \inf\{\beta | \beta \in \Lambda\} \). Then \( \beta_c^c > 0 \) (Lemma 2.3) and is the desired critical number described in the first part of the theorem.

The proof for uniqueness of a positive solution is similar to that for the continuous case in [10] and is skipped here.

To prove the last part of the theorem, we first assume the zero set of \( h(k) \) in \( \Omega \) is not empty. Let \( \varepsilon > 0 \) be sufficiently small so that
\[
\varepsilon < \inf_{k \in \Omega} h(k).
\]
Let \( \{\Omega_j | 1 \leq j \leq n\} \) be a partition of \( \Omega \) with \( \Omega_1 = \{k \in \Omega | h(k) < \varepsilon\} \) and \( U = \{u_j\} \) a nontrivial solution of (2.2) in \( \mathcal{C} \). If there is \( j_0 \geq 2 \) so that \( u_{j_0} > 0 \), then (2.2) and the assumption on \( K \) gives us the inequality
\[
u_j \geq \min_{k \in \Omega_j, k' \in \Omega_{j_0}} K(k, k')F_\beta(k', u_{j_0})u_{j_0}|\Omega_{j_0}|
\]
\[
\geq \min_{k, k' \in \Omega} H(k, k') \min_{k' \in \Omega - \Omega_1} h(k')F_\beta(k', u_{j_0})u_{j_0}|\Omega_{j_0}|
\]
\[
> 0, \quad j = 1, 2, \ldots, n.
\]
If $u_j = 0$ for all $j \geq 2$, then using (2.2) again, we have

$$u_j = \min_{k \in \Omega_j, k' \in \Omega_1} H(k, k') h(k') F_p(k', u_1) u_1 |\Omega_1| = 0, \quad j = 1, 2, \ldots, n,$$

which contradicts the nontriviality of $U$. Thus, we have shown that $U$ is a positive solution.

If the zero set of $h(k)$ is empty, the function $K$ is positive. Then a nontrivial solution in $\mathcal{C}$ is obviously positive.

Finally, suppose that (2.2) has a nontrivial solution in $\mathcal{C}$ at the critical value $\beta = \beta_c$. Then $U > 0$ as we just observed. Let $\varepsilon \in (0, 1)$ be a fixed number. Since $F_p(k', u)$ is decreasing in $u > 0$, we easily obtain $m(\varepsilon U) > \varepsilon U$. This inequality can still be observed when $\beta$ is slightly below $\beta_c$. In other words, $\varepsilon U$ is a positive subsolution of (2.2). Hence, $\beta \in \Lambda$ (Lemma 2.6), which contradicts the definition of $\beta_c$.

The proof of Theorem 2.1 is complete.

2.2. THE MAX-MAX SCHEME

Our next goal is to find upper estimates of a solution and of the critical temperature of (1.1) over $\Omega$. We now introduce the following max-max type discretized approximation.

$$U = \{u_j \in \mathbb{R}^n,$$

$$u_j = (M(U))_j$$

$$\equiv \max \sum_{k \in \Omega_j} \max_{k' \in \Omega_k} K(k, k') F_p(k', u_k) u_k |\Omega_k|,$$

(2.4)

Similar to Theorem 2.1, we have

**THEOREM 2.7.** For any partition $\{\Omega_j | 1 \leq j \leq n\}$, there is a number $\beta_c > 0$ so that (2.4) for $\beta > \beta_c$ has a nontrivial solution in $\mathcal{C}$, while for $\beta < \beta_c$, the only solution of (2.4) in $\mathcal{C}$ is the trivial one, $U = 0$. A positive solution is unique. Moreover, partitions of $\Omega$ can always be so chosen that a nontrivial solutions of (2.4) in $\mathcal{C}$ must be positive, and hence unique, at given $\beta > \beta_c$. At the critical value $\beta = \beta_c$, the only solution in $\mathcal{C}$ is the zero solution.

**Proof.** It is easily seen that Lemmas 2.2–2.3 and 2.5–2.6 are still valid for (2.4) and the operator $M$. We observe that Lemma 2.4 holds for any partition of $\Omega$. In fact, we have

$$\sum_{k = 1}^n \max_{k' \in \Omega_k} K(k, k') F_p(k', \varepsilon) |\Omega_k|$$

$$\geq \int_{\Omega} K(k, k') F_p(k', \varepsilon) \, dk'$$

$$\to \infty \quad \text{as } \varepsilon \to 0 \text{ uniformly in } k \in \Omega.$$
Thus, parallel to Lemma 2.4, the existence of a critical number $\beta_c^*$ is ensured for any given partition.

The rest of the proof can be carried out as that for Theorem 2.1. $\Box$

2.3. USEFUL COMPARISONS

Our goal in introducing the schemes (2.2) and (2.4) is to approximate (2.1) defined on a bounded region $\Omega$:

$$\Delta(k) = (\mathcal{H}_\beta(\Delta))(k)$$

$$= \int_{\Omega} K(k, k') F_\beta(k', \Delta(k')) \Delta(k') \, dk'. \quad (2.5)$$

Here we have used a subscript to denote the dependence of the BCS operator $\mathcal{H}$ on $\beta$. We will use similar notations to indicate the dependence of the operators $M$ and $M$ on $\beta$.

It is important to obtain estimates for the critical number $\beta_c^*$ of (2.5) so that, for $\beta > \beta_c^*$, (2.5) has a nonnegative solution which is also nontrivial, while for $\beta < \beta_c^*$, there is only the zero solution.

Viewed as an operator from $C(\Omega)$ to itself, $\mathcal{H}_\beta$ is clearly Fréchet differentiable and $\beta_c^*$ is such that the operator $I - \mathcal{H}_\beta$ fails to be invertible in a neighborhood of $\Delta = 0$. This fact is equivalent to $\text{Ker}(I - D\mathcal{H}_\beta(0)) \neq \{0\}$ in view of the Fredholm alternatives and the compactness of $D\mathcal{H}_\beta(0)$. Namely, $\beta_c^*$ is such that the linear integral equation

$$u(k) = \int_{\Omega} K(k, k') F_\beta(k', 0) u(k') \, dk'$$

$$= \int_{\Omega} K(k, k') \frac{\tanh(\frac{1}{2} \beta_c^* |k^2 - \mu|)}{|k^2 - \mu|} u(k') \, dk'$$

has a nontrivial solution in $C(\Omega)$, which is an eigenvalue problem. The schemes (2.2) and (2.4) provide upper and lower estimates for such $\beta_c^*$.

**Theorem 2.8.** Let $\{\Omega_j | 1 \leq j \leq n\}$ be a partition of $\Omega$ and $\beta_c^*$ and $\beta_c^{**}$ are the corresponding critical numbers for (2.2) and (2.4) produced in Theorems 2.1 and 2.7, respectively. Then

$$\beta_c^* \geq \beta_c \geq \beta_c^{**}. \quad (2.6)$$

Besides, if

$U = \{u_j\}, \quad V = \{v_j\}, \quad \text{and} \quad \Delta = \Delta(k)$

are maximal solutions of (2.2), (2.4), and (2.5), respectively, then

$$u_j \leq \Delta(k) \leq v_j \quad \text{for all} \quad k \in \Omega_j. \quad (2.7)$$
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Proof. Of course, $\mathcal{M}_\beta$ can be viewed as an operator defined on $L^\infty(\Omega)$ as well. For $\beta > \beta'_c$, let $U = \{u_j\}$ be a nontrivial solution of (2.2) in $\mathcal{G}$ and set

$$u(k) = u_j, \quad k \in \Omega_j, \quad j = 1, 2, \ldots, n. \tag{2.8}$$

Then $u \in L^\infty(\Omega)$ and

$$(\mathcal{M}_\beta(u))(k) \geq (m_\beta(U))_j = u(k), \quad k \in \Omega_j, \quad j = 1, 2, \ldots, n.$$ 

Thus, $u$ is a nontrivial subsolution of (2.5). Consequently, $\beta > \beta_c$, i.e. (2.5) has a nontrivial solution $\Delta(k)$ (say), which can be obtained by iterating from $u$. Clearly $\beta'_c \geq \beta_c$ and $u \leq \Delta$.

Next, take $\beta > \beta'_c$ and assume that $\Delta$ is a nontrivial solution of (2.5). Define $U = \{u_j\} \in \mathcal{G}$ by setting $u_j = \max_{k \in \Omega_j} \Delta(k)$. Then

$$u_j = \max_{k \in \Omega_j} (\mathcal{M}_\beta(\Delta))(k) \leq (M_\beta(U))_j, \quad j = 1, 2, \ldots, n$$

due to the definition of $M_\beta$ (see (2.4)). Hence, $U$ is a nontrivial subsolution of (2.4). In other words, $\beta > \beta'_c$ and (2.4) has a nontrivial solution, $V = \{v_j\}$, satisfying $u_j \leq v_j$.

Hence,

$$\beta'_c > \beta'_c \quad \text{and} \quad \Delta(k) \leq v_j, \quad k \in \Omega_j, \quad j = 1, 2, \ldots, n. \quad \square$$

Let

$$\mathcal{P} = \{\Omega_j | 1 \leq j \leq n\} \quad \text{and} \quad \mathcal{P}' = \{\Omega'_j | 1 \leq j \leq n'\}$$

be two partitions of $\Omega$. We say that $\mathcal{P}'$ is a refinement of $\mathcal{P}$, written $\mathcal{P} \leq \mathcal{P}'$, if for any $\Omega_j \in \mathcal{P}$ ($j = 1, 2, \ldots, n$), we can find a subcollection of $\mathcal{P}'$ to form a partition of $\Omega_j$.

The dependence of $\beta'_c$ and $\beta''_c$ on the partition $\mathcal{P}$ will be denoted by $\beta'_c(\mathcal{P})$ and $\beta''_c(\mathcal{P})$, respectively. It is readily checked that the definitions of $m_\beta$ and $M_\beta$ lead to the inequalities

$$\beta'_c(\mathcal{P}) \geq \beta'_c(\mathcal{P}') \geq \beta'_c, \quad \beta''_c(\mathcal{P}) \leq \beta''_c(\mathcal{P}') \leq \beta''_c, \quad \mathcal{P} \leq \mathcal{P}', \tag{2.9}$$

and

$$U_{\mathcal{P}} \leq U_{\mathcal{P}'} \leq \Delta \leq V_{\mathcal{P}'} \leq V_{\mathcal{P}}, \quad \mathcal{P} \leq \mathcal{P}', \tag{2.10}$$

where $\Delta$ is the maximal solution of (2.5) at $\beta > 0$ and $U_{\mathcal{P}}(V_{\mathcal{P}})$ is the maximal solution of (2.2) (2.4) corresponding to the partition $\mathcal{P}$ and (2.10) is understood in the space $L^\infty(\Omega)$ with $U_{\mathcal{P}}$ and so on being viewed as measurable functions defined in $\Omega$ (see (2.8)).

Recall that $\beta$ is the inverse of the absolute temperature $T$. Thus, the min-min and the max-max schemes produce two critical temperatures $\tau'_c = 1/\beta'_c$ and $\tau''_c = 1/\beta''_c$, respectively, so that $\tau'_c \leq T_c \leq \tau''_c$, where $T_c = 1/\beta_c$ is the critical temperature of (2.5). Using the maximal solutions of (2.2) and (2.4), we obtain two functions $\Delta'$ and $\Delta''$ in the space $L^\infty(\Omega)$ according to (2.8). We have seen that $\Delta' \leq \Delta \leq \Delta''$ where $\Delta$ is the maximal solution of (2.5). In the case of positive solutions, these solutions are unique.
Thus, we conclude that the min-min scheme gives us approximations of the critical temperature and the gap solution of (2.5) from below, while the max-max, from above. The comparison inequalities (2.9) and (2.10) say that finer discretizations always lead to better approximations.

3. Remark on the Full Space Equation

In the last section, we have discussed the approximations of the critical temperature and the nontrivial solutions of the BCS equation (1.1) on a bounded region $\Omega -$ Equation (2.5). It seems desirable to expect that, as $\Omega \to \mathbb{R}^3$, the critical temperature on $\Omega$, say $T_c(\Omega)$, will tend to the critical temperature $T_c$ of the full space equation (1.1) on $\mathbb{R}^3$. Moreover, below $T_c$, a nontrivial solution on $\mathbb{R}^3$ may be obtained from taking the limit $\Omega \to \mathbb{R}^3$ from solutions over $\Omega$. At this moment, we are unable to derive such a general result. However, here, we can establish $T_c(\Omega) \to T_c$ and so on under some sufficiency conditions.

Define

$$\phi_r(k) = \int_{|k'| < r} \frac{K(k, k')}{k'^2 + 1} dk', \quad \phi(k) = \phi_{\infty}(k), \quad k \in \mathbb{R}^3.$$ 

Then (15) says $\phi_r(k) \to \phi(k)$ (as $r \to \infty$) uniformly in $\mathbb{R}^3$.

We assume the existence of $r > 0$ and $\alpha > 0$ so that

$$\phi_r(k) \geq \alpha \phi(k) \quad \text{for all} \quad k \in \mathbb{R}^3. \tag{3.1}$$

Since $\phi_r(k) \leq \phi(k)$, we have $\alpha \leq 1$. The condition (3.1) was first introduced in [3] in order to prove the uniqueness of a positive solution of (1.1) over $\mathbb{R}^3$. In this section, we show that (3.1) actually provides a connection between full space solutions and solutions over bounded regions of (1.1), therefore, the uniqueness of a positive solution on $\mathbb{R}^3$ is a natural thing to expect. For greater generality, we relax the positivity condition on the kernel function slightly:

$$k(k, k') = H(k, k') h(k'), \quad H(k, k') > 0, \quad h(k') \geq 0, \quad k, k' \in \mathbb{R}^3, \tag{3.2}$$

where $H, h$ are continuous.

**THEOREM 3.1.** Let $T_c(\Omega) = 1/\beta_c(\Omega)$ and $T_c = 1/\beta_c$ be the critical temperatures of (1.1) on a bounded domain $\Omega \subset \mathbb{R}^3$ and on the full $\mathbb{R}^3$, respectively. Assume (1.5), (3.1), and (3.2). Then

$$\lim_{\Omega \to \mathbb{R}^3} T_c(\Omega) = T_c. \tag{3.3}$$

More precisely, any nontrivial solution of (1.1) on $\mathbb{R}^3$ must be positive everywhere and can be approximated by taking large domain limit from solutions obtained over bounded domains.
Proof. Let $\Delta$ be a nontrivial solution of (1.1) on $\mathbb{R}^3$. Then $\Delta(k) > 0$ ($k \in \mathbb{R}^3$). In fact, if there is some $k_0 \in \mathbb{R}^3$ so that $\Delta(k_0) = 0$, then (1.1) says $(\mathcal{M}(\Delta))(k_0) = 0$. However, by (3.2), $h(k')\Delta(k') \equiv 0$ ($k' \in \mathbb{R}^3$), which implies through (1.1) that $\Delta = 0$, a contradiction.

For $r > 0$, define $\Omega_r = \{k \in \mathbb{R}^3 | |k| < r\}$. Since $F_\beta(k', u)$ is decreasing in $u \in \mathbb{R}_+$, we have

$$F_\beta(k', \alpha\Delta(k')) > F_\beta(k', \Delta(k'))$$

for any $\alpha \in (0, 1)$. Using this fact in (1.1), we obtain $\mathcal{M}(\alpha\Delta) > \alpha\Delta$. We hope to generalize the above inequality into the form

$$\mathcal{M}^{(\alpha\Delta)}(\alpha\Delta_r) > \alpha\Delta_r, \quad k \in \Omega_r,$$

where $r > 0$ is sufficiently large,

$$\mathcal{M}^{(\alpha\Delta)}(u)(k) = \int_{\Omega_r} K(k, k')\varphi_\beta(k', u(k')) \, dk', \quad \Delta_r(k) = \int_{\Omega_r} K(k, k')\varphi_\beta(k', \Delta(k')) \, dk'.
$$

Of course, $\Delta_r = \mathcal{M}^{(\alpha\Delta)}(\Delta)$.

Put

$$R(k, r) = \alpha\Delta_r(k) - \mathcal{M}^{(\alpha\Delta)}(\alpha\Delta_r)(k).$$

To prove (3.4), we need to show the existence of an $r_0 > 0$ so that $R(k, r) < 0$ for $k \in \Omega_r$ whenever $r \geq r_0$. We decompose $R(k, r)$ as follows.

$$R(k, r) = R_1(k) + R_2(k, r) + R_3(k, r), \quad (3.5)$$

where

$$R_1(k) = \alpha \Delta(k) - \mathcal{M}(\alpha\Delta)(k),$$

$$R_2(k, r) = \mathcal{M}(\alpha\Delta)(k) - \mathcal{M}(\alpha\Delta_r)(k),$$

$$R_3(k, r) = [\mathcal{M}(\alpha\Delta_r)(k) - \mathcal{M}^{(\alpha\Delta)}(\alpha\Delta_r)(k)] - \alpha[\mathcal{M}(\Delta)(k) - \mathcal{M}^{(\Delta)}(\Delta)(k)].$$

For $R_1(k)$, we have

$$R_1(k) = \alpha \int_{\mathbb{R}^3} K(k, k')[F_\beta(k', \Delta(k')) - F_\beta(k', \alpha\Delta(k'))] \, dk'$$

$$\leq \alpha \int_{|k'| < r} K(k, k')[F_\beta(k', \Delta(k')) - F_\beta(k', \alpha\Delta(k'))] \, dk'$$

$$= -\alpha \int_{|k'| < r} K(k, k')\varphi_\beta(k', \Delta(k')) \left[\frac{F_\beta(k', \alpha\Delta(k'))}{F_\beta(k', \Delta(k'))} - 1\right] \, dk'$$

$$\leq -\alpha \delta_1(r) \Delta_r(k), \quad (3.6)$$
where
\[ \delta_1(r) = \inf_{|k'| < r} \left[ \frac{F_\beta(k', x\Delta(k'))}{F_\beta(k', \Delta(k'))} - 1 \right] > 0. \]

For \( R_2(k, r) \), we have
\[ R_2(k, r) = \alpha \int_{R^3} K(k, k') [F_\beta(k', x\Delta(k')) \Delta(k') - F_\beta(k', x\Delta_r(k')) \Delta_r(k')] \, dk' \]
\[ \leq \alpha \int_{R^3} K(k, k') F_\beta(k', x\Delta(k'))(\Delta(k') - \Delta_r(k')) \, dk' \]
\[ \leq C_2 \delta_2(r) \phi(k), \quad (3.7) \]
where \( C_2 > 0 \) is a constant independent of \( r > 0 \) and
\[ \delta_2(r) = \sup_{k \in R^3} (\Delta(k) - \Delta_r(k)) \to 0 \quad \text{as} \quad r \to \infty \]
due to (1.5). For \( R_3(k, r) \), we have
\[ R_3(k, r) = \alpha \int_{|k| \geq r} K(k, k') [\varphi_\beta(k', x\Delta_r(k')) - \varphi_\beta(k', \Delta(k')]) \, dk' \]
\[ \leq \int_{|k| \geq r} K(k, k') \varphi_\beta(k', x\Delta(k'))(\Delta(k') - \Delta_r(k')) \, dk' \]
\[ = \alpha \int_{|k| \geq r} K(k, k') \varphi_\beta(k', \Delta(k')) \left[ \frac{F_\beta(k', x\Delta(k'))}{F_\beta(k', \Delta(k'))} - 1 \right] \, dk' \]
\[ \leq \alpha \delta_3(r)(\Delta(k) - \Delta_r(k)) \leq \alpha \delta_3(r) \Delta(k), \quad (3.8) \]
where
\[ \delta_3(r) = \sup_{|k| \geq r} \left[ \frac{F_\beta(k', x\Delta(k'))}{F_\beta(k', \Delta(k'))} - 1 \right] \to 0 \quad \text{as} \quad r \to \infty. \]

In view of (1.5), we easily see that there is a constant \( C_3 > 0 \) so that \( \Delta(k) \leq C_3 \phi(k) \) \((k \in R^3)\). Thus (3.8) becomes
\[ R_3(k, r) \leq \alpha C_3 \delta_3(r) \phi(k), \quad k \in R^3. \quad (3.9) \]

On the other hand, setting
\[ \delta_0(r) = \inf_{|k| < r} \Delta(k) > 0, \]
we obtain
\[ \Delta_r(k) \geq \int_{|k'| < r} K(k, k') \varphi_\beta(k', \delta_0(r)) \, dk' \geq C_1(r) \phi_r(k) \geq \gamma C_1(r) \phi(k) \] (3.10)
by (3.1), where
\[ C_1(r) = \inf_{|k'| < r} \{(k'^2 + 1) \varphi_\beta(k', \delta_0(r))\} > 0. \]

The inequalities (3.6) and (3.10) imply
\[ R_1(k) \leq -\alpha \delta_1(r') C_1(r') \phi(k), \] (3.11)
where \( r' > 0 \) is sufficiently large and is fixed. Inserting (3.11), (3.7), and (3.9) into (3.5), we get
\[ R(k, r) \leq -\alpha \delta_1(r') C_1(r') - C_2 \delta_2(r) - \alpha C_3 \delta_3(r') \phi(k). \]

Therefore \( R(k, r) < 0 \) when \( r > 0 \) is large, since \( \delta_2(r), \delta_3(r) \to 0 \) as \( r \to \infty \). Thus, our early assertion is proved. Namely, (3.4) holds.

The inequality (3.4) says that \( \alpha \Delta \) is a positive subsolution of (2.5) on \( \Omega = \Omega_r \), or equivalently, (2.5) has a positive solution, \( \Delta^{(\Omega_r)} \) (say). Such a solution is, of course, unique [10].

Let \( \{\Omega_j : j = 1, 2, \ldots\} \) be a monotone chain of bounded domains in \( \mathbb{R}^3 \) with \( \bigcup_{j=1}^\infty \Omega_j = \mathbb{R}^3 \). Then
\[ T_c^{(\Omega_1)} \leq T_c^{(\Omega_2)} \leq \cdots \leq T_c^{(\Omega_j)} \leq \cdots \leq T_c \] (see [10]). Set \( T_\infty = \lim_{j \to \infty} T_c^{(\Omega_j)} \). We claim that \( T_\infty = T_c \). Indeed, if \( T_\infty < T_c \), then (1.1) has a positive solution in \( \mathbb{R}^3 \) at any \( T = 1/\beta: T_\infty < T < T_c \). By the above discussion, we can find an \( r > 0 \) so that (2.5) has a positive solution at \( \beta = 1/T \) for \( \Omega = \Omega_r \). Namely, \( T_\infty < T < T_c^{(\Omega_r)} \). However, there is a \( j \geq 1 \) so that \( \Omega_j \subset \Omega_r \) and \( T_c^{(\Omega_j)} \leq T_c^{(\Omega_r)} \). Therefore, \( T_c^{(\Omega_j)} \leq T_\infty \), a contradiction. So the claim, hence (3.3), is proved. This argument also shows that, whenever (1.1) has a nontrivial solution at \( T = 1/\beta \), then \( T < T_c^{(\Omega_j)} \) for large \( j \).

Thus, at \( T_c \), let \( \Delta^{(\Omega_j)} \) be a nontrivial solution of (2.5) on \( \Omega = \Omega_j \) (if it exists), \( j = 1, 2, \ldots \). We assume the convention \( \Delta^{(\Omega_j)}(k) = 0 \) for \( k \in \mathbb{R}^3 - \Omega_j \). The sequence \( \{\Delta^{(\Omega_j)}\} \) is nontrivial and monotone increasing
\[ \Delta^{(\Omega_1)} \leq \Delta^{(\Omega_2)} \leq \cdots \leq \Delta^{(\Omega_j)} \leq \cdots . \] (3.12)

We now derive the following pointwise convergence property
\[ \lim_{j \to \infty} \Delta^{(\Omega_j)}(k) = \Delta(k), \quad k \in \mathbb{R}^3. \] (3.13)

In fact, \( \Delta^{(\Omega_j)} \) is a sequence of subsolutions of (1.1) and, thus, is bounded [10]. Consequently, the pointwise limit, say \( \Delta_\infty(k) \), on the left-hand side of (3.13),
We have shown that for any \( \alpha \in (0, 1) \), \( \alpha \Delta_r \) is a positive subsolution of (2.5) on \( \Omega = \Omega_r \) when \( r > 0 \) is sufficiently large. Thus, the existence of a positive solution, \( \Delta^{(\Omega_r)} \), of (2.5) for \( \Omega = \Omega_r \) is ensured. Let \( j \geq 1 \) be such that \( \Omega_j \subset \Omega_r \). Then \( \Delta^{(\Omega_j)} \subset \Delta^{(\Omega_r)} \). In particular, \( \alpha \Delta_r (k) \subset \Delta_{\infty} (k) \). However, \( \alpha \) can chosen arbitrarily close to 1 and \( r \) arbitrarily large, thus \( \Delta (k) \subset \Delta_{\infty} (k) \), \( k \in \mathbb{R}^3 \). On the other hand, since \( \alpha \Delta_r < \Delta \) and \( \alpha \Delta_r \) is a positive subsolution and \( \Delta \) a supersolution of (2.5) on \( \Omega = \Omega_r \), we have \( \Delta^{(\Omega_r)} \subset \Delta \) in \( \Omega_r \). Given \( j \geq 1 \), let \( r > 0 \) be large so that \( \Omega_j \subset \Omega_r \). Then \( \Delta^{(\Omega_j)} \subset \Delta^{(\Omega_r)} \). Hence \( \Delta^{(\Omega_j)} \subset \Delta \). This proves that \( \Delta_{\infty} \subset \Delta (k) \), \( k \in \mathbb{R}^3 \). Thus \( \Delta = \Delta_{\infty} \).

The proof also shows the uniqueness of a positive solution in the full space \( \mathbb{R}^3 \).

4. Numerical Examples

For convenience, we shall adapt slightly different notation in this section to present some discussion of the discretized equations. Using the results in Section 2, we have implemented the following monotone iterations to approximate the solutions of the BCS equation and to estimate the critical temperatures:

(1) Min-min iteration

\[
U^{l+1}_{\text{min}} = \{u_j\} \in \mathbb{R}^n, \quad U^l_{\text{min}} = \{v_j\} \in \mathbb{R}^n,
\]

where

\[
u_j = \min_{k \in \Omega_j} \min_{k' \in \Omega_k} K(k, k') F_\beta (k', v_k) v_k |_{\Omega_k}.
\] (4.1)

(2) Max-max iteration

\[
U^{l+1}_{\text{max}} = \{u_j\} \in \mathbb{R}^n, \quad U^l_{\text{max}} = \{v_j\} \in \mathbb{R}^n,
\]

where

\[
u_j = \max_{k \in \Omega_j} \max_{k' \in \Omega_k} K(k, k') F_\beta (k', v_k) v_k |_{\Omega_k}.
\] (4.2)

The convergence of the above iterations has been shown in Section 2. To initiate the iterations, we start with a constant state with value \( \delta_0 \) which is chosen by

\[
\max_{1 \leq j \leq n} \max_{k \in \Omega_j} \max_{k' \in \Omega_k} K(k, k') F_\beta (k', \delta_0) |_{\Omega_k} < 1.
\] (4.3)

It is obvious that this constant state is a supersolution of the min-min and the max-max iteration for any positive values of \( \beta \).

Thus, in principle, we can use the constant state for all values of \( \beta \) and iterate until the iteration converges. In actual computation, we proceed with the iteration for various
values of $\beta$ that are taken to be in decreasing order so that the solution corresponding to the previous, larger value of $\beta$ becomes a supersolution for the smaller values of $\beta$. In other words, a continuation in the parameter $\beta$ is used which reduces the total number of the iterations needed, comparing with starting at constant state for any $\beta$.

Meanwhile, calculations using different partitions of the region are used to obtain accurate estimates of the critical temperatures.

For simplicity, we shall restrict our attention to the spherically symmetric case where the kernel function depends only on the radial variables $x = \|k\|$ and $y = \|k'\|$. After an obvious normalization, the BCS equation (1.1) is reduced to

$$
\Delta(x) = \int_0^{r_0} K(x, y) \frac{\tanh(\frac{1}{2} \beta((y^2 - \mu)^2 + \Delta^2(y)))^{1/2}}{((y^2 - \mu)^2 + \Delta(y))^{1/2}} \Delta(y) \, dy,
$$

where $r_0 > \sqrt{\mu} > 0$ is a suitable truncation barrier for the energy level in the model. To be specific in our numerical examples, we fix a choice of the symmetric kernel function $K(x, y)$ so that

$$
K(x, y) = \frac{2V\alpha}{\pi} \frac{y^2}{[x^2 + (x + y)^2][x^2 + (x - y)^2]}.
$$

Such a model arises in the physical situation that the interaction potential is of a Yukawa type, $V e^{-\alpha r}$. See [1] and references therein. It is easily checked that the equation here satisfies all the good conditions given in Section 2 when the specialize in the one-dimensional setting stated above. Thus, both the continuous and discretized BCS equations ((2.5), (2.2), (2.4)) have unique positive solutions below their critical temperatures (a positive critical temperature for the min-min equation exists if the discretization is fine enough).

In all the reported calculations to follow, we take $\mu = 1$, $\alpha = 1$, and $r_0 = 5$. Those values are only chosen as an illustration and may not correspond to any realistic physical situation. The interval $(0, r_0) = (0, 5)$ is uniformly partitioned into small intervals. We use $N$ to denote the number of grid points.

First, we compare the solutions for a given value of $\beta$, $\beta = 5.0$ ($T = 0.2$).

From Figures 1 and 2, one can observe the fact that for given values of $\beta$ and $V$, the solution of the max-max iteration for a partition with smaller number of grid points...
points in a supersolution for a partition with larger number of grid points, since the latter is a refinement of the former. Similarly, the solution of the min-min iteration for a partition with smaller number of grid points is a subsolution for a partition with larger number of grid points.

Figure 3 gives a comparison between the solutions of the max-max iteration and the min-min iteration with the same number of grid points used in the partition ($N = 2000$).

Next, in Figures 4 and 5, we compare the solution with various values of $\beta$ with respect to a given partition $N = 500$. Here, $V = 1.0$.

Next, we plot in Figure 6 the approximate values of $U_{\text{max}}$ and $U_{\text{min}}$ at the point $x = 0$ against values of $\beta$. Notice that at $x = 0$, solutions have their maximum values. Here again, $V = 1.0$ and the figures show that the approximate critical temperature is around 0.26.

---

**Fig. 2.** The solution $U_{\text{min}}$ at $\beta = 5.0$, $V = 1.0$ with various partitions. (From bottom up, $N = 50, 100, 500, \text{and } 2000$.)

**Fig. 3.** The solutions $U_{\text{max}} (- - -)$ and $U_{\text{min}} (-----)$ at $\beta = 5.0$, $V = 1.0$ with $N = 2000$.

**Fig. 4.** The solution $U_{\text{max}}$ with various values of $\beta$. (From top down, $\beta = 20, 5, 4, \text{and } 3.75$.)
Finally, we also provide a few plots with a different value of \( V \), this change effectively makes the critical temperature much larger. Figure 7 gives the plot of the values of solution at \( x = 0 \) against the values of temperature \( T = 1/\beta \). In this case, \( T_c \) is approximately 10.7.

Figures 8 and 9 provide data on the number of iterations used in performing the min-min and max-max iterations against various values of \( \beta \). Note that the darker area (top area) represents additional iterations starting with the solution corresponding to the previous value of \( \beta \). It is worthwhile to note that as \( \beta \) goes closer and closer to its critical value, the number of iterations becomes larger and larger. It also implies that other algorithms may need to be implemented at or very near the critical temperature to ensure efficient numerical procedures.
Fig. 8. The number of max-max iterations against values of $\beta$ with $N = 100$.

Fig. 9. The number of min-min iterations against values of $\beta$ with $N = 100$.
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