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Abstract. In this paper, we present some results on a posteriori error analysis of finite element methods for solving linear nonlocal diffusion and bond-based peridynamic models. In particular, we aim to propose a general abstract framework for a posteriori error analysis of the peridynamic problems. A posteriori error estimators are consequently prompted, the reliability and efficiency of the estimators are proved. Connections between non-local a posteriori error estimation and classical local estimation are studied within continuous finite element space. Numerical experiments (1D) are also given to test the theoretical conclusions.

1. Introduction

Since peridynamic (PD) models were first introduced by Silling in [34], their effectiveness has been demonstrated in a number of applications, e.g. fracture and failure of composites, fracture of polycrystals, nanofiber networks and so on, where numerical simulations of singular behavior such as crack growth or damage are involved. Peridynamics is becoming an attractive emerging tool for the multiscale material simulations. On one hand, it is an integral-type nonlocal continuum theory which provides a more general set-up than the classical partial differential equation (PDE) based elasticity theories for physical problems with discontinuities. On the other hand, it can also be viewed as a continuum version of molecular dynamics.

Along with research efforts on the modeling and application to practical problems, there have been some recent studies concerning the mathematical and numerical analysis of PD models. For example, some wellposedness studies of Cauchy problems for linear PD models have been given in [4, 24, 25, 26, 27, 28]. Similar studies for initial and nonlocal boundary value problems have been considered in [40] which has also investigated the issue of convergence of finite dimensional approximations of the linear bond-based PD models. There have been a variety of numerical methods implemented for the approximations of PD models including finite difference, finite element, quadrature and particle based methods [2, 6, 14, 20, 32, 36]. Convergence analysis and conditioning estimates for the discretized system have been given in [2, 3, 23, 40]. Moreover, connections between linear PD models and

2010 Mathematics Subject Classification. 65J15, 65R20, 65N30, 65N15.
Key words and phrases. Peridynamic models, nonlocal diffusion, a posteriori error estimate, finite element.

This work is supported in part by the U.S. Department of Energy Office of Science under grant number DE-SC0005346 and by the US National Science Foundation under grant number DMS-1016073.
the continuum elasticity models have been established in [37, 26, 25, 40] as the ratio of the PD horizon to the effective length scale decreases. In [29], a nonlocal vector calculus was developed for the study of boundary value problems of scalar nonlocal diffusion equations. Extensions to vector and tensor fields and applications to nonlocal systems of variational equations and abstract nonlocal balance laws including the peridynamic models are presented in [22]. The framework presented in [22] has been utilized in recent mathematical and numerical analysis of nonlocal variational problems [23, 24]. Our current study is a part of the ongoing efforts.

In this work, we continue the works started in [40] and [23] on the numerical analysis of finite element method for bond-based linear steady state PD models and the associated nonlocal diffusion equations. Motivated by the need of adaptive computation for large scale simulations based on the nonlocal models with possible singular solutions, we mainly focus, in this work, on the development of a posteriori error estimators for nonlocal model equations. And we aim to provide more theoretical guidance on the design of automatic error control and adaptive numerical schemes. Historically, a posteriori error estimations have played a very important role in adaptive mesh generation and algorithm design for numerical PDEs. Theoretical and systematical study of a posteriori error estimators for finite element approximation began in the late 1970’s [11], and since then there have been a lot of studies in the literature, see for example, [1, 8, 9, 10, 12, 18, 21, 30, 38] and the references cited therein. There have also been many works on adaptive methods and a posteriori analysis for integral equations, see [17, 19, 33]. While adaptive refinement and coarsening method for PD model have been studied in [13, 14, 35, 39], there has not been any serious attempt to derive rigorous a posteriori error estimators. On the other hand, although PD models are integral equations, given the variational formulations presented in [22] based on the framework of nonlocal calculus and nonlocal balance laws, there is a close resemblance between the nonlocal PD models and the classical differential equations, which can be utilized to develop a posteriori error estimates for PD models. The latter is the main objectives of the current work. We provide a rigorous a posteriori error estimator which is shown to be both reliable and efficient. Moreover, we pay close attention to not only the connections but also the key differences between the a posterior analysis of local and nonlocal models. Dependence of the error estimators on the model parameters is also considered. Some preliminary numerical experiments provide further substantiation of our theoretical analysis.

The paper is organized as follows. To prepare for the necessary background, we present in section 2 some definitions of the nonlocal operators as constructed in [22] and describe the basic model equations. We also briefly recall the key features of the a posteriori error analysis for PDE models so as to offer contrast to the framework developed here for the nonlocal models. In order to present the essential features of the analysis without too much technical complications, we begin our analysis in a simpler setting, namely, we first consider a linear scalar-valued nonlocal diffusion model in section 3. An a posteriori error estimator for such a model is introduced and its local limit is analyzed. Then in section 4, we move on to develop a posteriori estimators for bond-based linear PD models in an analogous manner but with a focus on treating the extra complication due to the system nature. We present several numerical experiments in section 5 to test our theories, and some conclusions are given in section 6.
2. Nonlocal operators and model equations

Let us first recall some nonlocal operators as introduced in [22]. Let \( \Omega \) be a bounded, open, connected spatial domain in \( \mathbb{R}^d \) and

\[
\Omega = (\Omega_s \cup \Omega_c) \cup (\bar{\Omega}_s \cap \bar{\Omega}_c)^o,
\]

where \( \Omega_s \) denotes the solution domain, \( \Omega_c \) denotes the constraint domain such that \( \Omega_s \cap \Omega_c = \emptyset \) and \( (\bar{\Omega}_s \cap \bar{\Omega}_c)^o \) denotes the interior of the region \( \bar{\Omega}_s \cap \bar{\Omega}_c \). We assume that \( \Omega_s \) has convex polygonal boundaries with \( \Omega_c \) being a domain surrounding \( \Omega_s \).

Let \( \beta(x, x') : \Omega \times \Omega \to \mathbb{R} \) be a scalar non-negative two-point function which is symmetric, that is, \( \beta(x, x') = \beta(x', x) \), and has a compact support such that

\[
\beta(x, x') = 0 \quad \forall \, x, x' \in \Omega, \text{ with } |x' - x| > \delta
\]

for some constant number \( \delta > 0 \). We also assume it is non-degenerate in the sense that there exists a constant \( \beta_0(\delta) > 0 \) such that

\[
\beta(x, x') \geq \beta_0(\delta) \quad \forall \, x, x' \in \Omega, \text{ with } |x' - x| < \delta/2.
\]

Here, \( \delta/2 \) may be replaced by other suitable constants smaller than \( \delta \) to ensure the non-degeneracy of \( \beta(x, x') \). For convenience of reference, we call \( \delta \) the horizon parameter, following the naming convention given in [34].

Let \( \alpha(x, x') : \Omega \times \Omega \to \mathbb{R}^d \) be a skew-symmetric two-point mapping such that

\[
\alpha(x', x) + \alpha(x, x') = 0.
\]

Given a two-point function \( v : \Omega \times \Omega \to \mathbb{R}^d \) and a one-point function \( u : \Omega \to \mathbb{R} \), the nonlocal point divergence operator \( D(v) : \Omega \to \mathbb{R} \), is defined as, see [22]

\[
D(v)(x) := -\int_\Omega (v(x, x') + v(x', x)) \cdot \alpha(x, x') \, dx', \quad \forall \, x \in \Omega,
\]

and the adjoint operator \( D^*(u) : \Omega \times \Omega \to \mathbb{R}^d \) of \( D \) is given by

\[
D^*(u)(x, x') := (u(x') - u(x)) \alpha(x, x'), \quad \forall \, x', x \in \Omega.
\]

2.1. Nonlocal diffusion equations. In section 3, we consider the nonlocal constrained-value problem

\[
\begin{aligned}
\bigl\{ \begin{array}{ll}
D(\beta D^*(u(x))) &= f(x) \quad \text{for } x \in \Omega_s, \\
u(x) &= 0 \quad \text{for } x \in \Omega_c,
\end{array} \bigr. \end{aligned}
\]

where the first equation is called a nonlocal diffusion equation, while the second equation is a nonlocal homogeneous Dirichlet constraint (nonlocal boundary condition). The above problem has a natural variational characterization [23, 24] and the natural function space associated with the solution of (2.4) is given by

\[
V_c := \{ u \in L^2(\Omega) : \int_\Omega \int_\Omega \beta(x, x') |D^*(u)(x, x')|^2 \, dx' \, dx < \infty, u(x) = 0 \ \forall \, x \in \Omega_c \}. \]

More precise characterizations of \( V_c \) are given in later sections.
2.2. Nonlocal bond-based linear peridynamic models. While the scalar nonlocal diffusion equations have many applications on its own [16], the vectorized form of (2.4) can have the same form as that of a linear bond-based peridynamic model. The latter may be more conveniently expressed with some additional operators in the nonlocal vector calculus framework. Indeed, given the scalar two point mapping \( v : \Omega \times \Omega \to \mathbb{R} \), the nonlocal point gradient operator \( G(v) : \Omega \to \mathbb{R}^d \) is defined as

\[
G(v)(x) := - \int_{\Omega} (v(x, x') + v(x', x)) \alpha(x, x') \, dx', \quad \forall \ x \in \Omega.
\]

Given the point mapping \( u(x) : \Omega \to \mathbb{R}^d \), the adjoint operator \( G^*(u) : \Omega \times \Omega \to \mathbb{R} \) corresponding to the point operator \( G \) defined above is given by

\[
G^*(u)(x, x') := (u(x') - u(x)) \cdot \alpha(x, x'), \quad \forall \ x, x' \in \Omega.
\]

Following the discussions in [22, 24], given the \( \beta = \beta(x, x') \) and \( \alpha = \alpha(x, x') \) defined above, we may have the following nonlocal constrained-value problem for the bond-based linear peridynamic model

\[
\begin{cases}
G(\beta G^*(u(x))) = f(x) & \text{for } x \in \Omega_s \\
u(x) = 0 & \text{for } x \in \Omega_c.
\end{cases}
\]

2.3. More discussions on the nonlocal model problems. For both the model equations (2.4) and (2.8), it is straightforward to write down their variational form using the nonlocal operators and the nonlocal balance laws [23, 24]. This in turn allows the construction of Galerkin approximations using, for instance, finite element spaces.

For these model equations, the properties of solutions of the model equations depend crucially on the kernel function \( \gamma = \alpha \cdot \beta \). In the literature, a type of kernel functions that have been most-widely studied is the class of non-negative integrable kernels.

Here, we make a simplifying assumption that the kernel function \( \gamma : \Omega \times \Omega \to \mathbb{R} \) is a function which only depends on \( z = x' - x \). Moreover, the integrable kernel function is assumed to satisfy the property that there exist positive constants \( \delta, c(\delta) \) and \( M(\delta) \) such that

\[
0 < c(\delta) \leq \int_{B_\delta(0)} \gamma(z) \, dz \leq M(\delta) < \infty,
\]

\[
\gamma(z) \geq 0 \quad \forall \ |z| \leq \delta, \quad \gamma(z) = 0 \quad \forall \ |z| > \delta.
\]

Before we proceed, let us have a brief discussion on the model parameters \( \delta \) and \( \gamma = \gamma(z) \) used.

First, the positive constant \( \delta \) can be viewed as a horizon parameter, which, for instance in the nonlocal peridynamic model described later, represents the range of nonlocal interactions between material points. In practical applications, it is viewed as a given model parameter, so that we are mostly working on the numerical solution of the nonlocal models with a given \( \delta \). However, close relations between the local (PDE) and nonlocal models can be established in the limit as \( \delta \to 0 \) so that in a multiscale modeling setting, one may be interested in both the properties of a finite \( \delta \) as well as that corresponding to the \( \delta \to 0 \) limit. The latter also motivates us to study more carefully the effect on our theoretical development when \( \delta \) is small.
Secondly, more general and non-integrable kernels can also be considered [25]. The non-integrable case corresponds to a broader class of problems which, for instance in the context of peridynamic models, still retains well-defined elastic moduli and leads to smoothing effect of the solution operators. However, the case corresponding to (2.9) is of particular interests in many practical applications of the peridynamic modeling of materials. Moreover, for \( f \in L^2(\Omega) \), given the assumption (2.9), one expects that the solutions of (2.4) and (2.8) are in \( L^2(\Omega) \) and \( (L^2(\Omega))^d \), respectively, so that the solution operators do not have any extra smoothing effect. This situation sets such nonlocal models apart from their local limit and is thus the main focus of the present study. We refer to [3, 29, 23, 5, 40] for additional discussions of the well-posedness for the scalar case of the model equations and [40, 24] on PD state-based and bond-based systems. To avoid some technical complications which are not important for practical applications, additional assumptions are made in later sections to simplify the analysis.

2.4. Finite element discretization and a posteriori error analysis of the classic diffusion problem. We now briefly recall a posteriori error estimate for PDE problems. We choose to focus on the residual-based a posteriori error estimate which has been discussed extensively in the literature, see, e.g. [38]. We take, for example, the following model equation:

\[
\begin{aligned}
\begin{cases}
-\nabla \cdot (D \nabla u(x)) = f(x) & \text{for } x \in \Omega_s \\
u(x) = 0 & \text{for } x \in \partial \Omega_s,
\end{cases}
\end{aligned}
\]

where we assume that \( f \in L^2(\Omega_s) \) and \( D(x) \) is an \( d \times d \) symmetric positive definite matrix for any \( x \in \Omega_s \). We use \( u \) to denote the exact solution of the PDE problem (2.10).

Now, let \( \{K\} \) denote a spatial simplicial mesh of \( \Omega_s \) (\( \Omega_s = \cup K \)) and \( S_{\text{local}}^h \) denote a finite dimensional subspace of \( H^1_0(\Omega_s) \) defined with respect to the mesh \( \{K\} \). That is, \( S_{\text{local}}^h \) denotes a space of continuous and piecewise smooth functions (polynomials) defined on \( \{K\} \), and \( u^h \) is the Galerkin finite dimensional approximation of \( u \) in the subspace \( S_{\text{local}}^h \) defined by the following problem:

\[
\begin{aligned}
\begin{cases}
\text{Find } u^h \in S_{\text{local}}^h, \text{ such that for any } v^h \in S_{\text{local}}^h, \\
\int_{\Omega_s} \nabla u^h \cdot \nabla v^h \, dx = \int_{\Omega_s} f v^h \, dx,
\end{cases}
\end{aligned}
\]

To obtain a posteriori error estimate for (2.11), we apply integration by parts on each mesh element \( K \) which gives that for any \( v \in H^1_0(\Omega_s) \),

\[
\int_{\Omega_s} \nabla(u - u^h) \cdot \nabla v \, dx = \sum_K \left( \int_K (f + \nabla \cdot (D \nabla u^h)) \, v \, dx - \frac{1}{2} \int_{\partial K} \|[D \nabla u^h]\|_r \cdot v \, ds \right),
\]

where \( \sigma \) is the set of all the interior edges (faces) of the mesh; \( \|[D \nabla u^h]\|_r \) denotes the normal jump of \( D \nabla u^h \) on an edge (face) \( r \) as defined by

\[
\|[D \nabla u^h]\|_r = D \nabla u^h|_K \cdot \vec{n}_K + D \nabla u^h|_{K'} \cdot \vec{n}_{K'},
\]
where $r$ is the common edge (face) of $K$ and $K'$ with outward normal $\mathbf{n}_K$ and $\mathbf{n}_{K'}$ respectively; $u^h_K$ and $u^h_{K'}$, denote $u^h|_K$ and $u^h|_{K'}$ respectively.

In the classical residual-based a posteriori error analysis for (2.11), by making use of (2.12), the interior residual is defined by

$$
(2.13) \quad r^h = f + \nabla \cdot (\mathcal{D} \nabla u^h) \quad \text{in} \quad K,
$$

and the boundary residual by

$$
(2.14) \quad R^h = \|\mathcal{D} \nabla u^h\|_r \quad \text{on any interior edge(face)} \ r,
$$

then, the local a posteriori error estimator (energy type) $\eta_K$ associated with element $K$ can be defined as

$$
(2.15) \quad \eta^2_K = h^2_K \|r^h\|^2_{L^2(K)} + h_K \|R^h\|^2_{L^2(\partial K)},
$$

where $h_K$ denotes the size (mesh parameter) of $K$. The reliability and efficiency of the estimator have been proved in [11], i.e., the estimator neither underestimates nor overestimates the actual error $u - u^h$.

In the next section, we modify the above framework to get a posteriori error estimators for some linear nonlocal equations. Such a study reveals significant differences between a posteriori error analysis for the nonlocal and local models. Most notably, the new nonlocal a posteriori error derived for the class of problems under consideration contains only element-wise residual errors instead of quantities combining both element-wise residuals and jumps of flux across element boundary, which is typical for a posteriori error estimators for corresponding local PDE models. Our derivation was also based on exploring the relation between the energy spaces and their dual spaces which leads to very elegant conclusions, instead of using integration by parts to compute the effect of nonlocal operators on finite element functions which becomes complicated in the nonlocal setting. Despite the apparent difference in their formulations, we show that there is a close relation between the local and nonlocal a posteriori error estimators by establishing that, in the local limit as $\delta \to 0$, the nonlocal estimators converge weakly to the local counterpart.

3. Finite Element Discretization and A Posteriori Error Analysis of Linear Nonlocal Diffusion Equations

We now study the finite element discretization of (2.4).

3.1. A nonlocal bilinear form and the weak formulation. We first prompt the following lemmas.

**Lemma 3.1.** Assume the kernel function $\gamma$ satisfies (2.9), then for any $u \in L^2(\Omega)$, we have

$$
(3.1) \quad \mathcal{D}(\beta D^*(u)) \in L^2(\Omega).
$$

**Proof.** For $u \in L^2(\Omega)$, we have, by apply Cauchy-Schwarz inequality,

$$
\|\mathcal{D}(\beta D^*(u))\|^2_{L^2(\Omega)}
= \int_\Omega \int_\Omega 2\gamma(u(x') - u(x)) \, dx' \, dx
\leq 4 \int_\Omega \int_\Omega \gamma \, dx' \int_\Omega \gamma(u(x') - u(x))^2 \, dx' \, dx
$$
\begin{align*}
&= 4 \int_{\Omega} \gamma(z) \, dz \int_{\Omega} \gamma(u(x') - u(x))^2 \, dx' \, dx \\
&= 4 \int_{B(\delta)(0)} \gamma(z) \, dz \int_{\Omega} \gamma(u^2(x') + u^2(x) - 2u(x')u(x)) \, dx' \, dx \\
&= 8 \int_{B(\delta)(0)} \gamma(z) \, dz \left( \int_{\Omega} \gamma u^2(x) \, dx' \, dx - \int_{\Omega} \gamma u(x)u(x) \, dx' \, dx \right),
\end{align*}

where

\begin{equation}
\int_{\Omega} \int_{\Omega} \gamma u^2(x) \, dx' \, dx \leq \int_{B(\delta)(0)} \gamma(z) \, dz \cdot \|u\|^2_{L^2(\Omega)},
\end{equation}

and

\begin{align*}
&\int_{\Omega} \int_{\Omega} \gamma u(x')u(x) \, dx' \, dx \\
&\quad \leq \left( \int_{\Omega} \int_{\Omega} \gamma u^2(x') \, dx' \, dx \right)^{1/2} \left( \int_{\Omega} \int_{\Omega} \gamma u^2(x) \, dx' \, dx \right)^{1/2} \\
&\quad \leq \int_{B(\delta)(0)} \gamma(z) \, dz \cdot \|u\|^2_{L^2(\Omega)},
\end{align*}

then the conclusion follows. \hfill \Box

**Lemma 3.2.** Assume the kernel function \( \gamma \) satisfies (2.9), then for any \( u, v \in L^2_{\|0\,(\Omega)} \),

\begin{equation}
\int_{\Omega} v D(\beta D^*(u)) \, dx - \int_{\Omega} D^*(v)\beta D^*(u) \, dx' \, dx = 0.
\end{equation}

**Proof.** For any \( u, v \in L^2_{\|0\,(\Omega)} \), considering Lemma 3.1 and nonlocal integration by part as shown in [22], we then have

\begin{equation}
\int_{\Omega} \int_{\Omega} D^*(v)\beta D^*(u) \, dx' \, dx = \int_{\Omega} v D(\beta D^*(u)) \, dx,
\end{equation}

so (3.5) follows by considering constraint of \( v \) on \( \Omega_c \). \hfill \Box

We may define a nonlocal bilinear form as follows

\begin{equation}
B(u, v) = \int_{\Omega} \int_{\Omega} D^*(u)\beta D^*(v) \, dx' \, dx.
\end{equation}

for any \( u, v \in V_c \).

Under the assumption (2.9), \( D(\beta D^*(\cdot)) \) defines a nonlocal diffusion operator from \( L^2(\Omega) \) to \( L^2(\Omega) \), and one expects to get the boundedness and coercivity of \( B(\cdot, \cdot) \) in the space

\begin{equation}
V_c = L^2_{\|0\,(\Omega)} := \{ v \in L^2(\Omega) \, : \, v(x) = 0 \text{ for } x \in \Omega_c \},
\end{equation}

that is, for all \( u, v \in L^2_{\|0\,(\Omega)} \), there exists a positive constant \( C_1(\delta) \) such that

\begin{equation}
|B(u, v)| \leq 4 M(\delta)\|u\|_{L^2(\Omega)}\|v\|_{L^2(\Omega)} \quad \text{and} \quad B(u, u) \geq C_1(\delta)\|u\|^2_{L^2(\Omega)}.
\end{equation}

We refer to [3, 29, 23, 5] for the detailed analysis on the validity of (3.7) and (3.8) for various kernel functions. For instance, [23] established (3.7) and (3.8) for a number of different combinations of domains and constraints and for a kernel function \( \gamma \) that is not only absolutely integrable but in fact, square integrable; in [29], the inequalities were shown for kernels that are absolutely integrable and uniformly bounded.
below by a positive constant everywhere; the case of non-negative integrable kernels with compact support was studied in detail in [5] while the inequalities were also shown in [3] for a number of cases covered by the space equivalence results discussed in [7].

With bilinear form (3.6), the problem (2.4) has the following weak formulation: find $u^* \in L^2_{n0}(\Omega)$, such that for any $v \in L^2_{n0}(\Omega)$,

$$B(u, v) = (f, v),$$

where $(f, v) = \int_{\Omega} f v \, dx$.

For $u, v \in L^2_{n0}(\Omega)$, we aim to decompose the bilinear form

$$B(u, v) = \int_{\Omega} \int_{\Omega} D^*(u) \beta D^*(v) \, dx' \, dx$$

into the sum of local integrals over each element $K$ to get a nonlocal a posterior error estimator for the nonlocal diffusion equation (2.4).

### 3.2. Finite element discretization and a posteriori error estimate.

To study the numerical solution of the linear nonlocal diffusion problem (2.4) by finite element methods, we let $S^h$ be a finite dimensional subspace of $L^2_{n0}(\Omega)$, and $S^h$ consists of piecewise smooth functions over $\{ K \}$, where $\{ K \}$ denotes the mesh of $\Omega_s$ ($\Omega_s = \bigcup K$).

By Lemma 3.5, we have for any $u, v \in L^2_{n0}(\Omega)$,

$$B(u, v) = \int_{\Omega} \int_{\Omega} D^*(u) \beta D^*(v) \, dx' \, dx$$

$$= \int_{\Omega} v(x) D(\beta D^*(u)) \, dx$$

$$= \int_{\Omega_s} v(x) D(\beta D^*(u)) \, dx. \tag{3.10}$$

Let $u^h \in S^h$ be the Galerkin approximation of $u$ in $S^h$ obtained using the weak form (3.9), then we have that

$$B(u^h, v^h) = (f, v^h), \quad \forall v^h \in S^h.$$

By setting $e^h = u^* - u^h$ and using (3.10), we get for any $v \in L^2_{n0}(\Omega)$,

$$B(e^h, v) = B(u^*, v) - B(u^h, v)$$

$$= \int_{\Omega_s} v(x) (f - D(\beta D^*(u^h(x)))) \, dx$$

$$= (R^h, v), \tag{3.12}$$

where

$$R^h(x) = f(x) - D(\beta D^*(u^h(x))), \quad \forall x \in K,$$

denotes the residual term.

Under assumption (2.9), for $v \in L^2_{n0}(\Omega)$, define the energy norm as

$$\|v\|_E = \sqrt{B(v, v)}, \tag{3.14}$$
since (3.8) implies the equivalence between $\|v\|_E$ and $\|v\|_{L^2(\Omega)}$, so we can define the dual energy norm as

$$\|v\|_{E^*} = \sup_{w \in L^2_{n0}(\Omega)} \frac{(v, w)}{\|w\|_E},$$

and we have

**Lemma 3.3.** For $u^*, u^h \in L^2_{n0}(\Omega)$, the energy norm of error $e^h$ equals the dual energy norm of the corresponding residual $R^h$, i.e.

$$\|e^h\|_E = \|R^h\|_{E^*}.$$  

**Proof.** First, we have by Cauchy-Schwarz inequality that for any $v \in L^2_{n0}(\Omega)$,

$$(R^h, v) = B(e^h, v) \leq \|e^h\|_E \cdot \|v\|_E,$$

so

$$\|R^h\|_{E^*} = \sup_v \frac{(R^h, v)}{\|v\|_E} \leq \|e^h\|_E.$$  

Second, since $e^h \in L^2_{n0}(\Omega)$,

$$\|R^h\|_{E^*} = \sup_v \frac{(R^h, v)}{\|v\|_E} \geq B(e^h, e^h) \|e^h\|_E = \|e^h\|_E,$$

then the conclusion follows. \qed

We then have the following theorem for the a posteriori error approximation

**Theorem 3.4.** Let

$$\eta^h_\delta = \frac{\|R^h\|_{L^2(\Omega_\delta)}}{\sqrt{M(\delta)}}$$

denote the a posteriori error estimator. For fixed $\delta$, it satisfies that

$$\frac{1}{2} \eta^h_\delta \leq \|e^h\|_E \leq \sqrt{\frac{M(\delta)}{C_1(\delta)}} \eta^h_\delta,$$

where $M(\delta)$ and $C_1(\delta)$ are as in (3.8).

**Proof.** By (3.8), we have for any $v \in L^2_{n0}(\Omega)$,

$$\sqrt{C_1(\delta)} \|v\|_{L^2(\Omega)} \leq \|v\|_E \leq 2\sqrt{M(\delta)} \|v\|_{L^2(\Omega)},$$

using the definition of $\|\cdot\|_{E^*}$ and Cauchy-Schwarz inequality, we obtain

$$\frac{1}{2\sqrt{M(\delta)}} \|v\|_{L^2(\Omega)} \leq \|v\|_{E^*} \leq \frac{1}{\sqrt{C_1(\delta)}} \|v\|_{L^2(\Omega)},$$

let $v = R^h$ in the above inequality, applying Lemma 3.3 gives the conclusion. \qed

**Remark 3.5.** It is worth noting that in Theorem 3.4, we can provide $\|e^h\|_E$ both the upper and lower bounds, up to constant factors, in terms of $\eta^h_\delta$. This is largely a consequence of the boundedness of the nonlocal diffusion operator and the solution operator in the energy space. It is interesting to examine if the constant factors appearing in the bounds are tight with respect to changes in the model parameters. The numerical experiments given later indicate that, for small $\delta$, the lower bound is tight, while the upper bound fails to give a tight bound. This is not surprising as in the limit $\delta \to 0$, the nonlocal problems have been shown to reduce to their
local counterparts [22, 24, 40] and for classical differential equations, a posteriori estimators take on different forms.

3.3. Relation with the local case. For simplicity, we assume $\Omega_c$ is a layered strip, with thickness $\delta$, surrounding $\Omega_s$, see Figure 1. Since the solution of the problem (2.4) over $\Omega$ converges to the local limit, that is, the classic differential boundary value problem (2.10) over $\Omega_s$ as $\delta \to 0$ [22, 24, 40], with

$$(3.18) \quad D = \lim_{\delta \to 0} D_\delta,$$

where $(D_\delta)_{ij} = \int_{B_\delta(0)} \gamma z_i z_j \, dz$ for $i, j = 1, 2, \ldots, d$, $\mathbf{z} = (z_1, z_2, \ldots, z_d)^T \in \mathbb{R}^d$.

It is thus natural to study if the a posteriori error estimator derived earlier for a nonlocal problem would converge to the corresponding estimator of its local limit in some suitable sense.

To study the limiting behavior as $\delta \to 0$ of the a posterior error estimator on a given mesh, we assume that $\delta$ is sufficiently small such that $\delta \ll h_K$, in the remaining discussion provided in this section. For the finite element analysis carried out here, we focus on the case of having globally continuous and piecewise smooth basis functions so that a conforming Galerkin approximation of the PDE model is given in the limit with the corresponding a posteriori error estimation briefly reviewed in section 2.4.

Remark 3.6. Notice that a virtue of nonlocal or PD models is to handle discontinuous solution, due to which we can use discontinuous finite element basis functions without any change to the weak formulation (3.9). Since the local a posteriori estimators with continuous and discontinuous basis functions are essentially different, so we would start the discussion of the limit case from continuous finite element. More general analysis involving those based on discontinuous basis functions will be studied in the future.
To balance the generality of analysis and the simplicity of notation, we further assume that, in this sub-section, \( u \) is defined over the tessellation \( \{K\} \) such that

\[
\text{if } \tau \geq 2, \quad u_K \in C^\tau(K) \text{ for any } K,
\]

where \( \tau \geq 2 \) denotes the restriction of \( u(\cdot) \) over any set \( \chi \). We impose the same assumption on \( v \). Be aware that \( u \) does not need to solve weak form (3.9).

For any \( K \subset \Omega \), \( \Gamma_K \) is defined by

\[
\Gamma_K := \{ x \not\in K | \text{Dist}(x, K) \leq \delta \},
\]

then it follows that

\[
\begin{align*}
-\int_K v(x) D(\beta D^*(u)) \, dx &= \int_K v(x) \int_K 2\gamma \cdot (u(x') - u(x)) \, dx' \, dx \\
&+ \int_K v(x) \int_{\Gamma_K} 2\gamma \cdot (u(x') - u(x)) \, dx' \, dx.
\end{align*}
\]

**Figure 2.** \( K = K_{in} \cup K_{out} \), an illustration in the two-dimensional space.

Denote \( K = K_{in} \cup K_{out} \), where \( K_{out} = K \cap B_\delta(\partial K) \) (the \( \delta \)-neighborhood of \( \partial K \)), while \( K_{in} = K / K_{out} \) (see Figure 2 for an illustration of the two-dimensional case). When \( x', x \in K \), since \( u \) is smooth within an element \( K \), by Taylor expansion, we get

\[
u(x') = u(x) + \nabla u(x) \cdot (x' - x) + \frac{1}{2} (x' - x)^T H_u(x)(x' - x) + o(\delta^2),
\]

where \( H_u \) denotes the Hessian of \( u \). Then the first term in (3.21) becomes

\[
\begin{align*}
\int_K v(x) \int_K 2\gamma \cdot (u(x') - u(x)) \, dx' \, dx &= \int_K v(x) \nabla u(x) \cdot \int_K 2\gamma \cdot (x' - x) \, dx' \, dx \\
&+ \int_K v(x) \int_K \gamma \cdot (x' - x)^T H_u(x)(x' - x) \, dx' \, dx \\
&+ \int_K v(x) \int_K 2\gamma \cdot o(\delta^2) \, dx' \, dx \\
&= T_1 + T_2 + T_3.
\end{align*}
\]

Since \( u \) is piecewise smooth for \( x \in K \) and \( x' \in \Gamma_K \) respectively, we define \( s \) as the intersection of \( \partial K \) and the vector \( (x' - x) \) (as shown in Figure 4), one then has the following Taylor expansion

\[
u_{\Gamma_K}(x') = u(x) + \nabla u_K(x) \cdot (s - x) + \nabla u_{\Gamma_K}(s) \cdot (x' - s) + o(\delta).
\]
Then, the second term in (3.21) can be computed as following
\[
\int_{K} v(x) \int_{\Gamma_{K}} 2\gamma \cdot (u(x') - u(x)) \, dx' \, dx \\
= \int_{K_{out}} v(x) \int_{\Gamma_{K}} 2\gamma \cdot (\nabla u_{K}(x) \cdot (s - x) + \nabla u_{\Gamma_{K}}(x) \cdot (x' - s)) \, dx' \, dx \\
+ \int_{K_{out}} v(x) \int_{\Gamma_{K}} 2\gamma \cdot o(\delta) \, dx' \, dx \\
= \int_{K_{out}} v(x) \nabla u_{K}(x) \cdot \int_{\Gamma_{K}} 2\gamma \cdot (x' - x) \, dx' \, dx \\
+ \int_{K_{out}} v(x) \int_{\Gamma_{K}} \nabla u_{K}(s) \cdot 2\gamma \cdot (x' - s) \, dx' \, dx \\
+ \int_{K_{out}} v(x) \int_{\Gamma_{K}} \nabla u_{\Gamma_{K}}(s) \cdot 2\gamma \cdot (x' - s) \, dx' \, dx \\
+ \int_{K_{out}} v(x) \int_{\Gamma_{K}} 2\gamma \cdot o(\delta) \, dx' \, dx \\
(3.23) = S_{1} + S_{2} + S_{3}.
\]

Next we will try to evaluate \( \{ T_{i}, S_{i} \} \), \( i = 1, 2, 3 \). First, by the symmetry of \( \gamma \), we get
\[
T_{1} + S_{1} = \int_{K} v(x) \int_{\Gamma_{K}} \nabla u_{K}(x) \cdot \int_{K \cup \Gamma_{K}} 2\gamma \cdot (x' - x) \, dx' \, dx \\
= \int_{K} v(x) \nabla u_{K}(x) \cdot \int_{B_{3}(x)} 2\gamma \cdot (x' - x) \, dx' \, dx \\
(3.24) = 0 .
\]
It is also easy to see that with assumption (2.9),
\[
T_{3} \to 0, \quad S_{3} \to 0 \quad \text{as} \quad \delta \to 0.
\]

It now only remains to evaluate \( T_{2} \) and \( S_{2} \). Define
\[
\hat{T}_{2} = \int_{K_{out}} v(x) \int_{K} \gamma \cdot (x' - x)^{T} H_{u}(x)(x' - x) \, dx' \, dx,
\]
and it follows that
\[
\hat{T}_{2} \to 0 \quad \text{as} \quad \delta \to 0.
\]
Let us substitute \((x' - x)\) by \(z = (z_{1}, z_{2}, ..., z_{d})^{T}\), then
\[
T_{2} = \int_{K_{in}} v(x) \int_{K} \gamma \cdot (x' - x)^{T} H_{u}(x)(x' - x) \, dx' \, dx + \hat{T}_{2} \\
= \int_{K_{in}} v(x) \int_{B_{3}(0)} \gamma \cdot z^{T} H_{u}(x) z \, dz \, dx + \hat{T}_{2}
\]
\[
\int_{K_{in}} v(x) \int_{B_{3}(0)} \gamma \cdot \left( \sum_{i,j} z_i z_j u_{ij}(x) \right) \, dz \, dx + \hat{T}_2 = \int_{K_{in}} \nabla \cdot (\mathbb{D}_{3} \nabla u(x)) v(x) \, dx + \hat{T}_2,
\]

where \( u_{ij} \) denotes the partial derivatives of \( u \) along \( x_i \) and \( x_j \) directions respectively, \( \mathbb{D}_{3} \) is an \( d \times d \) symmetric matrix defined by
\[
(\mathbb{D}_{3})_{ij} = \int_{B_{\delta}(0)} \gamma z_i z_j \, dz.
\]

Finally,
\[
S_2 = \int_{K_{out}} v(x) \int_{\Gamma_K} 2\gamma (\nabla u_{\Gamma_K}(s) - \nabla u_K(x)) \cdot (x' - s) \, dx' \, dx.
\]

For the convenience of later computations, since \( \delta \) is sufficiently small we rewrite the above equation as
\[
S_2 = \sum_{r \in \text{edge}(K)} \int_{K_{out} \cap B_{\delta}(r)} v(x) \int_{\Gamma_{K'} \cap B_{\delta}(r)} 2\gamma (\nabla u_{\Gamma_{K'}}(s) - \nabla u_{K'}(x)) \cdot (x' - s) \, dx' \, dx + o(1).
\]

Suppose that elements \( K \) and \( K' \) have a common edge (face) \( e \). If we repeat the above computation on \( K' \), we can get the terms \( T_1', T_2', T_3', S_1', S_2' \) and \( S_3' \) corresponding to \( T_1, T_2, T_3, S_1, S_2 \) and \( S_3 \), respectively, among which
\[
S_2' = \sum_{r \in \text{edge}(K')} \int_{K_{out}' \cap B_{\delta}(r)} v(x) \int_{\Gamma_{K'} \cap B_{\delta}(r)} 2\gamma (\nabla u_{\Gamma_{K'}}(s) - \nabla u_{K'}(x)) \cdot (x' - s) \, dx' \, dx + o(1).
\]

Without loss of generality, assume the outward normal of \( K \) on \( e \) is \( \bar{n}_e = (1, 0, 0, \ldots, 0)^T \in \mathbb{R}^d \). Here we use the coordinate system \( \xi \times \bar{\eta} \), where \( \xi \in \mathbb{R} \) and \( \bar{\eta} \in \mathbb{R}^{d-1} \), as shown in Figure 3, i.e., edge (or face) \( e \) is on the \((d-1)\)-dimensional plane \( \xi = 0 \).

One can easily observe that
\[
(e \times [-\delta, 0]) \approx K_{out} \cap B_{\delta}(e) \approx \Gamma_{K'} \cap B_{\delta}(e),
\]

Figure 3. The \( \delta \)-neighborhood of an edge \( e \).
the difference between any two of the above sets is of magnitude \( O(\delta^d) \), which means that the difference can be ignored in limit sense. Similarly, we can also have

\[
(\mathbf{e} \times [0, \delta]) \approx \Gamma'_{\text{out}} \cap B_\delta(\mathbf{e}) \approx \Gamma_K \cap B_\delta(\mathbf{e}),
\]

where the difference between any two sets again can be ignored in limit sense.

\[
\text{(3.31)}
\]

\[
\text{the difference between any two of the above sets is of magnitude } O(1) \text{ means that the difference can be ignored in limit sense. Similarly, we can also have}
\]

\[
\text{(3.32)}
\]

\[
\text{Then let us add (3.28) and (3.29), and evaluate the contribution from edge(or face) } \mathbf{e} \text{ as following (drop the high order terms):}
\]

\[
\int_{K_{\text{out}} \cap B_\delta(\mathbf{e})} v(\mathbf{x}) \int_{\Gamma_K \cap B_\delta(\mathbf{e})} 2\gamma \cdot (\nabla u_{\Gamma_K}(\mathbf{s}) - \nabla u_K(\mathbf{x})) \cdot (\mathbf{x}' - \mathbf{s}) \, d\mathbf{x}' \, d\mathbf{x} \\
+ \int_{K_{\text{out}} \cap B_\delta(\mathbf{e})} v(\mathbf{x}) \int_{\Gamma_K' \cap B_\delta(\mathbf{e})} 2\gamma \cdot (\nabla u_{\Gamma_K'}(\mathbf{s}) - \nabla u_{\Gamma_K}(\mathbf{x})) \cdot (\mathbf{x}' - \mathbf{s}) \, d\mathbf{x}' \, d\mathbf{x} \\
= \int_{K_{\text{out}} \cap B_\delta(\mathbf{e})} v(\mathbf{x}) \int_{\Gamma_K \cap B_\delta(\mathbf{e})} 2\gamma \cdot (\nabla u_{\Gamma_K}(\mathbf{s}) - \nabla u_K(\mathbf{x})) \cdot (\mathbf{x}' - \mathbf{s}) \, d\mathbf{x}' \, d\mathbf{x} \\
+ \int_{\Gamma_K' \cap B_\delta(\mathbf{e})} \int_{K_{\text{out}}' \cap B_\delta(\mathbf{e})} 2\gamma \cdot v(\mathbf{x}')(\nabla u_{\Gamma_K'}(\mathbf{s}) - \nabla u_{\Gamma_K'}(\mathbf{x}')) \cdot (\mathbf{x}' - \mathbf{s}) \, d\mathbf{x}' \, d\mathbf{s} \\
= \int_0^\delta \int_{B_\delta(\mathbf{x}) \cap \Gamma_K} 2\gamma \cdot v(\mathbf{x}) \nabla u_{\Gamma_K}(\mathbf{s}) - \nabla u_K(\mathbf{x})) \cdot (\mathbf{x}' - \mathbf{s}) \, d\mathbf{x}' \, d\mathbf{s} \\
+ \int_0^\delta \int_{B_\delta(\mathbf{x}) \cap \Gamma_K'_{\text{out}}} 2\gamma \cdot v(\mathbf{x}')(\nabla u_{\Gamma_K'}(\mathbf{x}') - \nabla u_{\Gamma_K'}(\mathbf{s})) \cdot (\mathbf{s} - \mathbf{x}) \, d\mathbf{x}' \, d\mathbf{s},
\]

(3.32)

where the second to the last step is obtained by switching order of integration; the last step is obtained by using (3.30) and the fact that \( \mathbf{x}' \) interacts with \( \mathbf{x} \) only if \( \mathbf{x}' \in B_\delta(\mathbf{x}) \). Note that in the above derivation we let \( \mathbf{x} = (\xi, \eta) \), substitute \( \Gamma'_{\text{out}} \) by \( \Gamma_K \), \( \Gamma_K' \) by \( \Gamma_K' \), \( \Gamma_K' \) by \( \Gamma_K' \) in (3.32), and denote by \( \mathbf{x}_e = (0, \eta) \) the projection of \( \mathbf{x} \) on \( \mathbf{e} \), as shown in Figure 4.

Since \( \mathbf{x}, \mathbf{x}' \) and \( \mathbf{s} \) are all in the \( \delta \)-neighborhood of \( \mathbf{x}_e \), we can perform the Taylor expansion for \( v(\mathbf{x}), v(\mathbf{x}'), \nabla u_{\Gamma_K}(\mathbf{s}), \nabla u_{\Gamma_K}(\mathbf{x}'), \nabla u_K(\mathbf{x}) \) and \( \nabla u_K(\mathbf{s}) \) at point \( \mathbf{x}_e \) respectively, it follows that (3.32) can be approximated as, after dropping the high order terms,

\[
\int_{\mathbf{x}_e} v(\mathbf{x}_e)(\nabla u_{\Gamma_K}(\mathbf{x}_e) - \nabla u_K(\mathbf{x}_e)) \int_0^\delta \int_{B_\delta(\mathbf{x}) \cap \Gamma_K} 2\gamma \cdot (\mathbf{x}' - \mathbf{x}) \, d\mathbf{x}' \, d\xi d\eta \\
= \left. \int_{\mathbf{x}_e} v(\mathbf{x}_e)(\nabla u_{\Gamma_K}(\mathbf{x}_e) - \nabla u_K(\mathbf{x}_e)) \int_0^\delta \int_{\mathcal{S}(\delta + \xi)} 2\gamma \, dz \, d\xi d\eta, \right.
\]
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(3.33)

where \( z = x' - x \), the integral domain \( SC(\delta, \delta + \xi) \) denotes the spherical cap of a sphere with radius \( \delta \) and height \( \delta + \xi \), as shown in Figure 5.

From (3.33) we obtain the jump of \( \nabla u \) on interior edge \( e \), and it remains to show that the integral

\[
\int_{-\delta}^{0} \int_{SC(\delta, \delta + \xi)} 2\gamma \ z \ dz \ d\xi
\]

actually converges to outward normal with the same coefficient as the Laplacian term in (3.26).

\[\Gamma_K \left( K^{\text{out}} \right)\]

\[\delta\]

\[x \ (z = 0)\]

\[K^{\text{out}} \left( \Gamma_K' \right)\]

Figure 5. An illustration of the integral domain \( SC(\delta, \delta + \xi) \) that denotes the spherical cap of a sphere with radius \( \delta \) and height \( \delta + \xi \).

Let \( z = (z_1, z_2, ..., z_d)^T \), we switch the order of the integration, where we omit some details, in (3.34) and obtain the following result for fixed \( \vec{n}_e \),

\[
\int_{-\delta}^{0} \int_{SC(\delta, \delta + \xi)} 2\gamma \ z \ dz \ d\xi = \int_{SC(\delta, \delta)} \int_{-z_1}^{0} 2\gamma \ z_1 \ dz \ d\xi
\]

\[
= \int_{SC(\delta, \delta)} 2\gamma \ z_1 \ dz
\]

\[
= \int_{SC(\delta, \delta)} 2\gamma \cdot (z_1^2, z_1 z_2, z_1 z_3, ..., z_1 z_d)^T \ dz
\]

\[
= \int_{B_\delta(0)} \gamma \cdot (z_1^2, z_1 z_2, z_1 z_3, ..., z_1 z_d)^T \ dz
\]

\[
= D_\delta \cdot \vec{n}_e,
\]

(3.35)

where the second to last equality holds since the integration domain \( SC(\delta, \delta) \) is actually a half-sphere.

When \( e \) is not horizontal, we can simply perform a rotation operator on \( x' \) and \( x \), then the similar result as in (3.35) follows.

Now we go back to (3.32), it is easy to see

\[
\int_{K'_{\text{out}} \cap B_\delta(e)} \psi(x) \int_{\Gamma_{K'} \cap B_\delta(e)} 2\gamma \cdot (\nabla u_{\Gamma_K'}(s) - \nabla u_K(x)) \cdot (x' - s) \ dx' \ dx + o(\delta)
\]

\[
= \int_{K'_{\text{out}} \cap B_\delta(e)} \psi(x) \int_{\Gamma_{K' \cap B_\delta(e)}} 2\gamma \cdot (\nabla u_{\Gamma_{K'}}(s) - \nabla u_{K'}(x)) \cdot (x' - s) \ dx' \ dx,
\]

(3.36)
and the limit of each integral exists as $\delta \to 0$.

Considering (3.28), (3.32), (3.33), (3.35) and (3.36), we have that as $\delta \to 0$,

$$
S_2 \to -\frac{1}{2} \sum_{r \in \text{edge}(K)} \int_r v(\nu)\|D\nabla u(\nu)\|_r \, d\nu,
$$

where $D = \lim_{\delta \to 0} D_\delta$, $\|D\nabla u(\cdot)\|_r$ denotes the jump of $D\nabla u$ on $r$.

Combining (3.21), (3.22), (3.23), (3.24), (3.25), (3.26) and (3.37), we obtain the following theorem

**Theorem 3.7.** Under assumption (2.9), for $u$ and $v$ that satisfy assumption (3.19), as $\delta \to 0$ on any element $K$,

$$
- \int_K v(x)D(\beta D^*(u)) \, dx \to \int_K v(x) (\nabla \cdot (D\nabla u(x))) \, dx - \frac{1}{2} \int_{\partial K} v(\nu)\|D\nabla u(\nu)\|_r \, d\nu.
$$

Consequently, we have

**Corollary 3.8.** Under assumption (2.9), for $u^h$ and $v$ that satisfy assumption (3.19), as $\delta \to 0$ on any element $K$,

$$
\int_K v(x)(f(x) - D(\beta D^*(u^h))) \, dx \to \int_K v(x) (f(x) + \nabla \cdot (D\nabla u^h(x))) \, dx - \frac{1}{2} \int_{\partial K} v(\nu)\|D\nabla u^h(\nu)\|_r \, d\nu,
$$

that is,

$$
\int_K v(x)R^h \, dx \to \int_K v(x)r^h \, dx - \frac{1}{2} \int_{\partial K} v(\nu)R^h \, d\nu.
$$

**Remark 3.9.** Notice that in Theorem 3.7, we actually proved the local limit of nonlocal operator on each element. Also, comparing (3.39) with (2.12), as $\delta \to 0$, the nonlocal residual-based a posteriori error approximation is consistent with the classical a posteriori error approximation (in the weak sense).

Summing up (3.38) for all the $K$’s, we would have as $\delta \to 0$,

$$
- \int_\Omega \int_\Omega D^*(v)\beta D^*(u) \, dx' \, dx = - \int_\Omega v(x)D(\beta D^*(u)) \, dx
\to \sum_K \left( \int_K v(x) (\nabla \cdot (D\nabla u(x))) \, dx - \frac{1}{2} \int_{\partial K} v(\nu)\|D\nabla u(\nu)\|_r \, d\nu \right)
\to - \int_{\Omega^*} \nabla u(x) \cdot D \cdot \nabla v(x) \, dx,
$$

which implies the nonlocal diffusion constraint value problem reduces to classical Poisson equation with Dirichlet boundary condition, as stated in [22, 29].

**Remark 3.10.** The weak convergence of the nonlocal a posteriori error estimator to its local counterpart provides some consistency between the local and nonlocal theory. It is desirable to see if the connection between the nonlocal and local estimators can be shown in the strong sense. Such a study is more challenging as the local estimators involves a combination of errors from both the residual and the
boundary flux. One may thus like to see if the estimators are on the same order as \( \delta \rightarrow 0 \). To this end, we note that based on the results in [15, 29], we have the convergence of the nonlocal energy norm, as defined in (3.14), to a constant multiple of the standard \( H^1 \) seminorm (the energy norm of the local PDE associated with the Laplace operator) as \( \delta \rightarrow 0 \). Therefore, we see that the norm of the nonlocal residual in the dual space \( E^* \) would be asymptotically on the same order of the local a posteriori error estimator by lemma 3.3. The former is unfortunately not easily computable, so that we used a scaled \( L^2 \) norm of the nonlocal residual instead.

Based on the various numerical experiments reported in Section 5, we have found that this nonlocal estimator is on the same order of the local estimator for the corresponding PDE.

4. A Posteriori Error Analysis of Peridynamic Equations

Under the assumption (2.9), we define the variational form of problem (2.8): find \( u^* \in L^2_{n0}(\Omega) = (L^2_{n0}(\Omega))^d \), such that for any \( v \in L^2_{n0}(\Omega) \),

\[
B(u^*, v) = (f, v)
\]

where the bilinear form is given by

\[
B(u, v) = \int_{\Omega} \int_{\Omega} G^*(u) \beta G^*(v) \, dx' \, dx,
\]

and

\[
(f, v) = \int_{\Omega} f \cdot v \, dx.
\]

For the simplicity of analysis, we study the isotropic and homogeneous kernel function instead of the more general anisotropic kernels considered earlier in the case of nonlocal diffusion equations, so that we may avoid complicated notations. We note that there is no essential difference in the final conclusions between the isotropic and anisotropic cases. Thus, let us assume that \( \beta \) is isotropic and homogeneous, that is, a function of \( |x' - x| \). Moreover, for a fixed \( \delta > 0 \),

\[
\beta(x', x) = \begin{cases} 
\beta(|x' - x|) & \text{when } |x' - x| < \delta, \\
0 & \text{otherwise}.
\end{cases}
\]

We set

\[
\alpha(x', x) = \frac{x' - x}{|x' - x|},
\]

and define the kernel function for PD model with \( z = x' - x \),

\[
\Lambda(z) = (\alpha \otimes \alpha \beta)(z) = \frac{z \otimes z}{|z|^2} \beta(|z|),
\]

which is also called the \textit{micromodulus function} [25, 34].

With the above \( \alpha \) and \( \beta \), we can write (2.9) as

\[
0 < c(\delta) \leq \int_{B_\delta(0)} \beta(|z|) \, dz \leq M(\delta) < \infty.
\]

In [24], the well-posedness of linear state-based and bond-based PD models with solutions in \( L^2(\Omega) = (L^2(\Omega))^d \) has been established for general symmetric square integrable kernel functions by showing the corresponding nonlocal bilinear form being continuous and coercive in the volume constrained space \( (L^2_{n0}(\Omega))^d \). The coercivity is a particular consequence of spectral properties of the Hilbert-Schmidt
operator and the precise characterization of the energy space. These results generalized similar properties proved under more special nonlocal boundary conditions in [40] with isotropic and homogeneous \( L^1 \) kernel functions. For the constrained volume condition considered here, similar to [3, 7], it is also possible to establish similar properties for the bilinear form with other kernels, say those homogeneous, isotropic and \( L^1 \) integrable kernels. In this paper, we focus on the finite element approximation by assuming the continuity and coercivity in the constrained energy

\[
\text{approximation by assuming the continuity and coercivity in the constrained energy space (} L^2_{\text{a}0}(\Omega)\text{)}
\]

isotropic and homogenized similar properties proved under more special nonlocal boundary conditions. These results generalize those obtained in [40] with isotropic and homogeneous kernel functions. For the constrained volume condition considered here, similar to [3, 7], it is also possible to establish similar properties for the bilinear form with other kernels, say those homogeneous, isotropic and \( L^1 \) integrable kernels. In this paper, we focus on the finite element approximation by assuming the continuity and coercivity in the constrained energy space (\( L^2_{\text{a}0}(\Omega) \)) of the bilinear form corresponding to the linear bond-based PD model.

Then, similar to the discussion earlier, we may state the following lemma about nonlocal green’s identity,

\textbf{Lemma 4.1.} Assume the kernel function \( \Lambda \) be defined as in (4.2), with \( \alpha \) and \( \beta \) satisfying (2.9). Then for any \( u, v \in L^2_{\text{a}0}(\Omega) \),

\[
\int_{\Omega_s} v \mathcal{G}(\beta \mathcal{G}^*(u)) \, dx - \int_{\Omega} \int_{\Omega} \mathcal{G}^*(v) \beta \mathcal{G}^*(u) \, dx' \, dx = 0.
\]

We note that such results have been established in [22] with the implicit assumption that the integrands are well defined. By the properties of the bilinear form and thus the PD operator, the identity can be stated in the suitable spaces. As \( \delta \to 0 \), the problem (2.8) over \( \Omega \) converges to Navier-Lamé equation over \( \Omega_s \) with homogeneous Dirichlet constrained volume condition [24, 40]:

\[
\begin{cases}
-\mu \nabla \cdot \left( \nabla u(x) + \nabla^T u(x) \right) - \mu \nabla \cdot u(x) = f(x) & \text{for } x \in \Omega_s \\
u(x) = 0 & \text{for } x \in \partial \Omega_s,
\end{cases}
\]

with the coefficient \( \mu \), under the above assumption for \( \Lambda \), can be evaluated as

\[
\mu = \lim_{\delta \to 0} \int_{B_1(0)} \frac{\beta}{|z|^2 z_1 z_2^2} \, dz,
\]

where \( z = (z_1, ..., z_d)^T \).

The weak form of problem (4.6) can be formulated as: find \( u \in H^1_0(\Omega) = L^2_0(\Omega) \cap H^1(\Omega) \) such that for any \( v \in H^1_0(\Omega) \)

\[
\mu(\nabla u + \nabla^T u : \nabla v) + \mu(\nabla \cdot u, \nabla \cdot v) = (f, v),
\]

where the symbol ‘:’ denotes the Frobenius product.

\textbf{4.1. A posteriori error analysis.} Using a similar finite element discretization as in the last section, we denote \( u^h \in (S^h_{\text{local}})^d \) the finite element approximation of \( u \) by solving (4.8). Applying the framework in [38], we can get a residual-type identity that states, for any \( v \in H^1_0(\Omega) \),

\[
\mu((\nabla \cdot \nabla^T (u - u^h) : \nabla v) + \mu(\nabla \cdot (u - u^h), \nabla \cdot v)
\]

\[
= \sum_K \left( \int_K (f + \mu \nabla \cdot (\nabla u^h + \nabla^T u^h) + \mu \nabla \cdot (\nabla u^h) ) \cdot v \, dx
\]

\[
- \frac{1}{2} \int_{\partial K} \mu \| \nabla u^h + \nabla^T u^h + (\nabla \cdot u^h) \|_x \cdot v \, d\nu \right). 
\]
where \( \| \nabla u^h + \nabla^T u^h + (\nabla \cdot u^h)I \|_r \) denotes the normal flux on an edge (face) \( r \) defined as follows: suppose \( r \) is the common edge(face) of elements \( K \) and \( K' \), then

\[
\| \nabla u^h + \nabla^T u^h + (\nabla \cdot u^h)I \|_r = (\nabla u^h_K + \nabla^T u^h_K + (\nabla \cdot u^h_K)I) \cdot \mathbf{n}_K + (\nabla u^h_{K'} + \nabla^T u^h_{K'} + (\nabla \cdot u^h_{K'})I) \cdot \mathbf{n}_{K'}.
\]

We now can define the \textit{interior residual}, similarly as for the scalar case discussed earlier,

\[
r^h = f + \mu \nabla \cdot (\nabla u^h + \nabla^T u^h) + \mu \nabla (\nabla \cdot u^h) \text{ in } K,
\]

and the \textit{boundary residual}

\[
R^h = \mu \| \nabla u^h + \nabla^T u^h + (\nabla \cdot u^h)I \|_r \text{ on any interior edge (face) } r,
\]

and then obtain the local a posteriori error estimator correspondingly.

Following the steps in the last section, we get the residual for the peridynamic problem (2.8)

\[
R^h(x) = f(x) - G(\beta G^*(u^h(x))), \quad \forall x \in K,
\]

where \( u^h \in (S^h)^d \) is the finite element approximation of \( u \) by solving (4.1). The reliability and efficiency also can be proved as in section 3.2. We therefore are able to get the following theorem

\textbf{Theorem 4.2.} Suppose that \( u^* \in L^2_0(\Omega) \) is the weak solution of (4.1), \( u^h \in (S^h)^d \) is the finite element approximation of \( u \), \( R^h \) is defined as in (4.13), \( e^h = u^* - u^h \) is the exact error. Then there exists non-negative constants \( C_4 \) and \( C_5(\delta) \) such that

\[
C_4 \eta^h_E \leq \| e^h \|_E \leq C_5(\delta) \eta^h_E,
\]

where \( \eta^h_E = \| R^h \|_{L^2(\Omega)}/\sqrt{M(\delta)} \) denotes the a posteriori error estimator, \( \| \cdot \|_E = \sqrt{B(\cdot, \cdot)} \) denotes the energy norm.

Next, we will mimic the analysis performed for nonlocal diffusion problem, and find the connection between (4.13) and (4.9).

\subsection*{4.2. Relation with local case.}

In this subsection, we use the assumption on \( \Omega_c \) as in section 3.3. And further assume that

\[
u, v \in (C^0(\Omega) \cap H^1(\Omega))^d, \quad u\big|_{\Omega_\tau} = 0, \quad v\big|_{\Omega_\tau} = 0,
\]

\( u_K, v_K \in (C^\tau(K))^d \) for any \( K \), where \( \tau \geq 2 \).

Consider the bilinear form in (4.1). Applying Lemma 4.1 gives

\[
- \int_\Omega \int_\Omega G^*(u)\beta G^*(v) \, dx' \, dx
= - \int_{\Omega_\tau} v(x) \cdot G(\beta G^*(u)) \, dx' \, dx \\
= - \sum_K \int_K v(x) \cdot G(\beta G^*(u)) \, dx' \, dx \\
= \sum_K \int_K v(x) \cdot \int_K 2\Lambda \cdot (u(x') - u(x)) \, dx' \, dx \\
+ \sum_K \int_K v(x) \cdot \int_{\Gamma_K} 2\Lambda \cdot (u(x') - u(x)) \, dx' \, dx.
\]

(4.16)
For any $K$, consider the first term in (4.16),
\[
\int_K \mathbf{v}(\mathbf{x}) \cdot \int_K 2\Lambda \cdot (\mathbf{u}(\mathbf{x}') - \mathbf{u}(\mathbf{x})) \, d\mathbf{x}' \, d\mathbf{x}
\]
\[
= \int_K \mathbf{v}(\mathbf{x}) \cdot \int_K 2\Lambda \cdot \nabla \mathbf{u}(\mathbf{x}) \cdot (\mathbf{x}' - \mathbf{x}) \, d\mathbf{x}' \, d\mathbf{x}
\]
\[
+ \int_K \mathbf{v}(\mathbf{x}) \cdot \int_K 2\Lambda \cdot \frac{1}{2}(\mathbf{x}' - \mathbf{x})^T H_{\mathbf{u}}(\mathbf{x}) \cdot (\mathbf{x}' - \mathbf{x}) \, d\mathbf{x}' \, d\mathbf{x}
\]
\[
+ \int_K \mathbf{v}(\mathbf{x}) \cdot \int_K 2\Lambda \cdot O(\delta^2) \, d\mathbf{x}' \, d\mathbf{x}
\]
(4.17)
\[
= T_1 + T_2 + T_3,
\]
where $H_{\mathbf{u}}(\cdot)$ is the Hessian tensor of $\mathbf{u}$.

Assume $K = K_{in} \cup K_{out}$, where $K_{in}$ and $K_{out}$ are defined as before. Denote
\[
\mathbf{z} = \mathbf{x}' - \mathbf{x}, \quad \text{and evaluate } T_2 \text{ as}
\]
\[
\int_K \mathbf{v}(\mathbf{x}) \cdot \int_K 2\Lambda \cdot \frac{1}{2}(\mathbf{x}' - \mathbf{x})^T H_{\mathbf{u}}(\mathbf{x})(\mathbf{x}' - \mathbf{x}) \, d\mathbf{x}' \, d\mathbf{x}
\]
(4.18)
\[
= \int_{K_{in}} \mathbf{v}(\mathbf{x}) \cdot \int_{B_6(0)} \frac{\beta}{|\mathbf{z}|^2} \mathbf{z} \otimes \mathbf{z}^T H_{\mathbf{u}}(\mathbf{x}) \mathbf{z} \, d\mathbf{z} \, d\mathbf{x} + O(1),
\]
Let $\mathbf{z} = (z_1, z_2, ..., z_d)^T$, $\mathbf{u} = (u_1, u_2, ..., u_d)^T$, then we can compute the $i$-th component of $(\mathbf{z} \otimes \mathbf{z}^T H_{\mathbf{u}}(\mathbf{x}) \mathbf{z})$ as
\[
(\mathbf{z} \otimes \mathbf{z}^T H_{\mathbf{u}}(\mathbf{x}) \mathbf{z})_{i,j,k,l} = \sum_{j,k,l} z_i z_j z_k z_l u_{i,j,k}(\mathbf{x}),
\]
where $u_{i,j,k}$ denotes the second-order mixed derivative of $u_i$ along $x_j$ and $x_k$ directions.

Using the symmetry of integral over $B_6(0)$, the only non-zero terms from (4.19) after integration, are
\[
\int_{B_6(0)} \frac{\beta}{|\mathbf{z}|^2} \left( z_i^2 u_{i,ii}(\mathbf{x}) + \sum_{j \neq i} z_j^2 z_j^T (u_{i,jj}(\mathbf{x}) + u_{j,ij}(\mathbf{x}) + u_{j,ji}(\mathbf{x})) \right) \, d\mathbf{z}
\]
(4.20)
\[
= \left( \int_{B_6(0)} \frac{\beta}{|\mathbf{z}|^2} z_i^2 z_i^2 \, d\mathbf{z} \right) \left( 3 u_{i,ii}(\mathbf{x}) + \sum_{j \neq i} (u_{i,jj}(\mathbf{x}) + u_{j,ij}(\mathbf{x}) + u_{j,ji}(\mathbf{x})) \right)
\]
\[
= \left( \int_{B_6(0)} \frac{\beta}{|\mathbf{z}|^2} z_i^2 z_i^2 \, d\mathbf{z} \right) \sum_j (u_{i,jj}(\mathbf{x}) + u_{j,ij}(\mathbf{x}) + u_{j,ji}(\mathbf{x}))
\]
\[
\int_{B_6(0)} \frac{\beta}{|\mathbf{z}|^2} z_i^2 z_i^2 \, d\mathbf{z} = \int_{B_6(0)} \frac{\beta}{|\mathbf{z}|^2} z_i^2 \, d\mathbf{z} = 3 \int_{B_6(0)} \frac{\beta}{|\mathbf{z}|^2} z_i^2 \, d\mathbf{z}
\]
\[
= 3 \int_{B_6(0)} \beta \frac{z_i^2}{|\mathbf{z}|^2} \, d\mathbf{z},
\]
for any $l, m, n \ (m \neq n), s, t, p \ (t \neq p) = 1, 2, ..., d$.

Therefore, as $\delta \to 0$,
\[
T_2 \to \int_{K_{in}} \mathbf{v}(\mathbf{x}) \cdot \mu(\nabla \cdot (\nabla \mathbf{u} + \nabla^T \mathbf{u}) + \nabla(\nabla \cdot \mathbf{u})) \, d\mathbf{x}.
\]
(4.21)
For the second term in (4.16), we have
\[
\int_{K} v(x) \cdot \int_{\Gamma_K} 2\Lambda \cdot (u(x') - u(x)) \, dx' \, dx \\
= \int_{K} v(x) \cdot \int_{\Gamma_K} 2\Lambda \cdot \nabla u_K(x) \cdot (x' - x) \, dx' \, dx \\
+ \int_{K} v(x) \cdot \int_{\Gamma_K} 2\Lambda \cdot (\nabla u_{\Gamma_K}(s) - \nabla u_K(x)) \cdot (x' - s) \, dx' \, dx \\
+ \int_{K} v(x) \cdot \int_{\Gamma_K} 2\Lambda \cdot \alpha(\delta) \, dx' \, dx
\]
(4.22)
\[= S_1 + S_2 + S_3.\]

Adding up \(T_1\) and \(S_1\) gives us
\[
T_1 + S_1 = \int_{K} v(x) \cdot \int_{K \cup \Gamma_K} 2\Lambda \cdot \nabla u_K(x) \cdot (x' - x) \, dx' \, dx \\
= \int_{K} v(x) \cdot \int_{B_\delta(0)} 2\Lambda \cdot \nabla u(x) \cdot z \, dz \, dx, \\
(4.23)
\]
\[= 0.\]

By the symmetry of \(B_\delta(0)\), it is also not hard to show (considering the scaling factor in \(\beta\)) that
\[
(4.24) \quad T_3 + S_3 \to 0 \quad \text{as} \quad \delta \to 0.
\]

Next, we will evaluate the term \(S_2\) by partly mimicking the argument made in section 3.3. Assume that the elements \(K\) and \(K'\) have a common edge \(e\) and the outward normal of \(K\) on \(e\) is \(\vec{n}_e = (1, 0, 0, ..., 0)^T\). Since \(v(\cdot)\) is continuous across elements, we then have
\[
S_2 = \int_{K} v(x) \cdot \int_{\Gamma_K} 2\Lambda \cdot (\nabla u_{\Gamma_K}(s) - \nabla u_K(x)) \cdot (x' - s) \, dx' \, dx \\
= \sum_{r \in \text{edge}(K)/(e)} \int_{K_{\text{out}} \cap B_\delta(r)} v(x) \cdot \int_{\Gamma_K \cap B_\delta(x)} 2\Lambda \cdot \\
(\nabla u_{\Gamma_K}(s) - \nabla u_K(x)) \cdot (x' - s) \, dx' \, dx \\
+ \int_{e} v(x_e) \cdot \int_{-\delta}^{\delta} \int_{B_\delta(x) \cap \Gamma_K} 2\Lambda \cdot \\
(\nabla u_{\Gamma_K}(x_e) - \nabla u_K(x_e)) \cdot (x' - s) \, dx' \, dx \, \xi \, d\vec{\eta} + o(1),
\]
(4.25)
where \(x_e = (\xi, 0)\). For the \(K'\) part, we change the order of integration and obtain
\[
S_2' = \int_{K'} v(x) \cdot \int_{\Gamma_{K'}} 2\Lambda \cdot (\nabla u_{\Gamma_{K'}}(s) - \nabla u_{K'}(x)) \cdot (x' - s) \, dx' \, dx \\
= \sum_{r \in \text{edge}(K')/(e)} \int_{K'_{\text{out}} \cap B_\delta(r)} v(x) \cdot \int_{\Gamma_{K'} \cap B_\delta(x)} 2\Lambda \cdot \\
(\nabla u_{\Gamma_{K'}}(s) - \nabla u_{K'}(x)) \cdot (x' - s) \, dx' \, dx \\
+ \int_{e} v(x_e) \cdot \int_{-\delta}^{\delta} \int_{B_\delta(x) \cap \Gamma_K} 2\Lambda \cdot \\
(\nabla u_{\Gamma_K}(x_e) - \nabla u_K(x_e)) \cdot (s - x) \, dx' \, dx \, \xi \, d\vec{\eta} + o(1).
\]
(4.26)
Combining (4.29) and (4.30), we get that the expression in (4.27) becomes

\[
\int_{e} \mathbf{v}(x_{e}) \cdot \int_{-\delta}^{0} \int_{SC(\delta,\delta+\xi)} \frac{2\beta}{|z|^2} z \otimes z \nabla \hat{u}(x_{e}) z \, dz \, d\xi + o(1),
\]

where \( z = x' - x \), \( \nabla \hat{u}(\cdot) = \nabla u_{\Gamma_{K}}(\cdot) - \nabla u_{K}(\cdot) \). Notice the contributions from \( S_{2} \) and \( S_{2}' \) to (4.27) are the same as \( \delta \to 0 \).

The \( i \)-th component of \( z \otimes z \nabla \hat{u}(x_{e}) z \) can be computed as

\[
(z \otimes z \nabla \hat{u}(x_{e}) z)_{i} = \sum_{j,k=1}^{d} z_{i} z_{j} z_{k} \hat{u}_{j,k}(x_{e}),
\]

where \( \hat{u}_{j,k} \) denotes the derivative of \( u_{j}\Gamma_{K} - u_{j}|_{K} \) along \( x_{k} \) direction. Since the outward normal of \( K \) on \( e \) is \((1,0,0,...,0)^{T} \), by the symmetry of the integral, when \( i = 1 \) we have

\[
\int_{-\delta}^{0} \int_{B_{\delta}(x) \cap \Gamma_{K}} \frac{2\beta}{|z|^2} \left( \sum_{j,k=1}^{d} z_{i} z_{j} z_{k} \hat{u}_{j,k}(x_{e}) \right) \, dz \, d\eta
\]

\[
= \int_{-\delta}^{0} \int_{B_{\delta}(x) \cap \Gamma_{K}} \frac{2\beta}{|z|^2} \left( \sum_{j=1}^{d} z_{i} z_{j}^{2} \hat{u}_{j,j}(x_{e}) \right) \, dz \, d\eta
\]

\[
= \int_{B_{\delta}(0)} \frac{\beta}{|z|^2} \left( \sum_{j=1}^{d} z_{i}^{2} z_{j}^{2} \hat{u}_{j,j}(x_{e}) \right) \, dz
\]

\[
= \left( \int_{B_{\delta}(0)} \frac{\beta}{|z|^2} z_{i}^{2} z_{j}^{2} \, d\xi \right) \left( 3\hat{u}_{1,1}(x_{e}) + \sum_{j=2}^{d} \hat{u}_{j,j}(x_{e}) \right).
\]

Similarly, when \( i > 1 \) we get

\[
\int_{-\delta}^{0} \int_{B_{\delta}(x) \cap \Gamma_{K}} \frac{2\beta}{|z|^2} \left( \sum_{j,k=1}^{d} z_{i} z_{j} z_{k} \hat{u}_{j,k}(x_{e}) \right) \, dz \, d\eta
\]

\[
= \int_{-\delta}^{0} \int_{B_{\delta}(x) \cap \Gamma_{K}} \frac{2\beta}{|z|^2} \left( z_{i} z_{j}^{2} \left( \hat{u}_{1,j}(x_{e}) + \hat{u}_{1,1}(x_{e}) \right) \right) \, dz \, d\eta
\]

\[
= \int_{B_{\delta}(0)} \frac{\beta}{|z|^2} \left( z_{i}^{2} z_{j}^{2} \left( \hat{u}_{1,j}(x_{e}) + \hat{u}_{1,1}(x_{e}) \right) \right) \, dz
\]

\[
= \left( \int_{B_{\delta}(0)} \frac{\beta}{|z|^2} z_{i}^{2} z_{j}^{2} \, d\xi \right) \left( \hat{u}_{1,j}(x_{e}) + \hat{u}_{1,1}(x_{e}) \right).
\]

Combining (4.29) and (4.30), we get that the expression in (4.27) becomes

\[
\int_{e} \mathbf{v}(x_{e}) \cdot \mu_{\delta}(\nabla \hat{u}(x_{e}) + \nabla \hat{u}^{T}(x_{e}) + (\nabla \cdot \hat{u}(x_{e})) \mathbf{I} \cdot \hat{u}_{e} \, d\xi + o(1),
\]

where

\[
\mu_{\delta} = \int_{B_{\delta}(0)} \frac{\beta}{|z|^2} z_{i}^{2} z_{j}^{2} \, d\xi.
\]
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So

\[(4.31) \quad S_2 \rightarrow -\frac{1}{2} \int_{\partial K} v(\nu) \cdot \mu \| \nabla u(\nu) + \nabla^T u(\nu) + (\nabla \cdot u(\nu)) \|_\nu \, d\nu,\]

where \( \mu = \lim_{\delta \to 0} \mu_\delta. \)

Finally, combining (4.16), (4.17), (4.21), (4.23) and (4.31), we have

**Theorem 4.3.** Under the assumption (4.3), with \( u \) and \( v \) satisfying (4.15). For any element \( K \), as \( \delta \to 0 \),

\[(4.32) \quad -\frac{1}{2} \int_{\partial K} v(\nu) \cdot \mu \| \nabla u(\nu) + \nabla^T u(\nu) + (\nabla \cdot u(\nu)) \|_\nu \, d\nu.

We therefore have the corollary

**Corollary 4.4.** Under assumption (4.3), with \( u^h \) and \( v \) satisfy (4.15). For any element \( K \), as \( \delta \to 0 \),

\[(4.33) \quad \int_K v(\mathbf{x}) \cdot R^h d\mathbf{x} \to \int_K v(\mathbf{x}) \cdot R^h d\mathbf{x} - \frac{1}{2} \int_{\partial K} v(\nu) \cdot R^h d\nu.

Thus we can see that the a posteriori error estimation for the PD bond-based model is connected to its local counterpart as well. Summing up (4.33) for all the \( K \)'s implies the local limit of PD operator being the Navier operator (with Poisson ratio 1/4), as stated in [22].

5. Numerical Experiments

In this section, we compute the finite element approximations and the a posteriori error approximations for several nonlocal diffusion equations to validate our theoretical analysis. Notice that the numerical experiments are performed in 1D and 2D, while our theoretical analysis is true for any dimension. To numerically evaluate the residual term as defined in (3.13) and its \( L^2 \) norm, one needs to use numerical quadratures for the integral operator, details can be found in [20]. We use sufficiently accurate numerical quadratures so that the quadrature error can be neglected in comparison with discretization errors of finite element approximations. In our experiments, we take \( \alpha = \frac{\mathbf{x}' - \mathbf{x}}{|\mathbf{x}' - \mathbf{x}|} \) in the model as stated in the theoretical analysis. The other parameters \( \beta \) and \( \delta \) are chosen to vary with some cases matching those given in [20] for comparison purposes.

5.1. One Dimensional Numerical Experiments.

**Example 5.1.** We consider the following 1D problem by choosing \( \beta = -\frac{1}{\delta^3} \),

\[(5.1) \quad \begin{cases} -\frac{1}{\delta^3} \int_{x-\delta}^{x+\delta} (u(\mathbf{x}') - u(x)) \, d\mathbf{x}' = f(x), \quad x \in [0, 1], \\ u(x) = g(x), \quad x \in [-\delta, 0] \cup [1, 1 + \delta]. \end{cases}

We choose the exact solution to be

\[u(x) = -x^3 + x^2,\]
therefore
\[ f(x) = 2x - \frac{2}{3}. \]

Also, we set \( \delta = 2, 0.2, 0.02 \), respectively, and restriction condition \( g(x) \) can be determined by \( u(x) \) and \( \delta \) accordingly. Then we can compute \( M(\delta) \) as defined in (2.9) by
\[ M(\delta) = \int_{-\delta}^{\delta} \frac{1}{\delta^3} \, dz = \frac{2}{\delta^2}, \]
so \( M(\delta) = 0.5, 50, 5000 \) for different \( \delta \).

We use continuous Galerkin method to solve problem (5.1) with continuous piecewise linear basis functions, one can refer to [20] for more implementation details. For each \( \delta \), we divide the interval \([0, 1]\) into \( N \) elements, where \( N = 25, 50, 100, 200, 400 \), respectively. The numerical results can be found in Table 1, where we list the error in \( L^2 \) norm, in energy norm, and a posteriori error estimator. The convergence rates (CR) for each error are computed as well as the ratio between \( \eta^h_\delta \) and \( \|e^h\|_E \) to examine reliability and efficiency of the estimator. We can observe that our a posteriori error estimator approximates \( \|e^h\|_E \) robustly, the ratio between the two is very stable for each \( \delta \), so our estimator is both reliable and efficient, it also verifies the conclusion we discussed in Remark 3.10. This numerical experiment is consistent with Theorem 3.4. One can also observe that the ratio between \( \eta^h_\delta \) and \( \|e^h\|_{L^2} \) is also stable for fixed \( \delta \), while the ratio is proportional to \( \sqrt{M(\delta)} \), which is not surprising given the loss of equivalence between the energy norm and the \( L^2 \) norm in the local limit.

**Example 5.2.** We use the same problem as in Example 5.1 but with a discontinuous exact solution
\[ u(x) = \begin{cases} 
  x, & x < 0.5, \\
  x^2, & \text{otherwise}.
\end{cases} \]

Therefore \( f(x) \) can be found as
\[ f(x) = \begin{cases} 
  0, & x < 0.5 - \delta, \\
  -\frac{1}{\delta^3}\left(\frac{(x+\delta)^3}{3} - \frac{(x+\delta)^2}{2} + \frac{1}{12}\right), & 0.5 - \delta \leq x < 0.5, \\
  -\frac{1}{\delta^3}\left(\frac{(x-\delta)^3}{3} - \frac{(x-\delta)^2}{2} + \frac{1}{12}\right) - \frac{2}{3}, & 0.5 \leq x < 0.5 + \delta, \\
  -\frac{2}{3}, & \text{otherwise}.
\end{cases} \]

We study the numerical solution with continuous piecewise linear basis functions and \( \delta = 2, 0.2, 0.02 \).

The interval \([0, 1]\) is divided into \( N = 25, 50, 100, 200, 400 \) subintervals respectively and numerical results can be found in Table 2. The convergence rate of \( \|e^h\|_E \) is found to be about 1/2 (consistent with the numerical experiments in [20]). The a posteriori error estimator has the same convergence rate, and the ratio between the two remains almost a constant along with the increase of \( N \), which indicates the reliability and efficiency numerically. It again reveals that the ratios \( \eta^h_\delta / \|e^h\|_{L^2} \) are proportional to \( \delta^{-1} \), similar to the previous examples.
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δ = 2

\[ \| \varepsilon_h \|_{L^2} \quad \| \varepsilon_h \|_E \quad \eta_h^N \quad \eta_h^N / \| \varepsilon_h \|_{L^2} \quad \eta_h^N / \| \varepsilon_h \|_E \]

\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
N & $\| \varepsilon_h \|_{L^2}$ & CR & $\| \varepsilon_h \|_E$ & CR & $\eta_h^N$ & CR & $\eta_h^N / \| \varepsilon_h \|_{L^2}$ & $\eta_h^N / \| \varepsilon_h \|_E$ \\
\hline
25 & 2.92e-04 & - & 8.45e-05 & - & 8.09e-05 & - & 0.28 & 0.96 \\
50 & 7.30e-05 & 2.00 & 2.11e-04 & 2.00 & 2.02e-05 & 2.00 & 0.28 & 0.96 \\
100 & 1.83e-05 & 2.00 & 5.28e-06 & 2.00 & 5.05e-06 & 2.00 & 0.28 & 0.96 \\
200 & 4.56e-06 & 2.00 & 1.32e-05 & 2.00 & 1.26e-06 & 2.00 & 0.28 & 0.96 \\
400 & 1.14e-06 & 2.00 & 3.30e-07 & 2.00 & 3.16e-07 & 2.00 & 0.28 & 0.96 \\
\hline
\hline
N & $\| \varepsilon_h \|_{L^2}$ & CR & $\| \varepsilon_h \|_E$ & CR & $\eta_h^N$ & CR & $\eta_h^N / \| \varepsilon_h \|_{L^2} \quad \eta_h^N / \| \varepsilon_h \|_E$ \\
\hline
25 & 2.92e-04 & - & 8.45e-03 & - & 8.09e-03 & - & 2.77 & 0.96 \\
50 & 7.30e-05 & 2.00 & 2.11e-04 & 2.00 & 2.02e-04 & 2.00 & 2.77 & 0.96 \\
100 & 1.83e-05 & 2.00 & 5.28e-05 & 2.00 & 5.05e-05 & 2.00 & 2.77 & 0.96 \\
200 & 4.56e-06 & 2.00 & 1.32e-05 & 2.00 & 1.26e-05 & 2.00 & 2.77 & 0.96 \\
400 & 1.14e-06 & 2.00 & 3.30e-07 & 2.00 & 3.16e-07 & 2.00 & 2.77 & 0.96 \\
\hline
\hline
N & $\| \varepsilon_h \|_{L^2}$ & CR & $\| \varepsilon_h \|_E$ & CR & $\eta_h^N$ & CR & $\eta_h^N / \| \varepsilon_h \|_{L^2} \quad \eta_h^N / \| \varepsilon_h \|_E$ \\
\hline
25 & 2.92e-04 & - & 8.45e-03 & - & 8.09e-03 & - & 27.68 & 0.96 \\
50 & 7.30e-05 & 2.00 & 2.11e-03 & 2.00 & 2.02e-03 & 2.00 & 27.68 & 0.96 \\
100 & 1.83e-05 & 2.00 & 5.28e-05 & 2.00 & 5.05e-05 & 2.00 & 27.68 & 0.96 \\
200 & 4.56e-06 & 2.00 & 1.32e-05 & 2.00 & 1.26e-05 & 2.00 & 27.68 & 0.96 \\
400 & 1.14e-06 & 2.00 & 3.30e-07 & 2.00 & 3.16e-07 & 2.00 & 27.68 & 0.96 \\
\hline
\end{tabular}

Table 1. Numerical results with different $\delta$ in Example 5.1.

Since the exact solution is discontinuous, our error estimator should serve to capture the discontinuity (at 0.5). Figure 6 and 7 show distributions of $\log_{10}(\| \varepsilon_h \|_E)$ and $\log_{10}(\eta^N)$ for all the grids over [0, 1], with different $\delta$ and $N$. It can be observed that our error estimator approximates the exact error very well, and the larger $N$ is, the better the estimator gets in capturing the discontinuity.

Example 5.3. we now solve the Example 5.2 again, but with discontinuous piecewise linear basis functions and $\delta = 2$, 0.2, 0.02. Computational results are listed in Table 3. In agreement with [20], we get 2nd order convergence for the $L^2$ error, and we also get 2nd order convergence for both the energy norm of error and posteriori error estimator. Notice that, for Examples 5.2 and 5.3, the discontinuity point is on one of the grid points.

Example 5.4. We use the same problem as in Example 5.1 but with a discontinuous exact solution whose discontinuity is inside one of the elements (for $N = 25, 50, 100, 200, 400$), which is defined as following

$$u(x) = \begin{cases} 
    x, & x < 0.503, \\
    x^2, & \text{otherwise}.
\end{cases}$$
Therefore \( f(x) \) can be found as
\[(5.5) \]
\[
\begin{align*}
  f(x) &= \begin{cases}
    0, & x < 0.503 - \delta, \\
    -\frac{1}{\delta^3}(x + \delta)^3 - \frac{(x + \delta)^2}{2} + \frac{1}{12}, & 0.503 - \delta \leq x < 0.503, \\
    -\frac{1}{\delta^3}(x - \delta)^3 - \frac{(x - \delta)^2}{2} - \frac{2}{3}, & 0.503 \leq x < 0.503 + \delta, \\
    -\frac{2}{3}, & \text{otherwise}.
  \end{cases}
\end{align*}
\]

We take study the numerical solution with discontinuous piecewise linear basis functions and \( \delta = 2, 0.2, 0.02 \). Computational results are listed in Table 4. One can observe that the convergence rates for the norms and estimator are reduced to 0.5, which is consistent with results in [20] and the theoretical expectation due to the low regularity. Still, our estimator approximates the exact error robustly.

**Example 5.5.** In this example, we take a singular (but integrable) kernel function
\[
\beta = \frac{1}{\delta^2 \sqrt{|x' - x|}}
\]
and consider the following problem
\[(5.6) \]
\[
\begin{align*}
  -\frac{1}{\delta^2 \sqrt{\delta}} \int_{x - \delta}^{x + \delta} \frac{u(x') - u(x)}{\sqrt{|x' - x|}} \, dx' &= f(x), & x &\in [0, 1], \\
  u(x) &= g(x), & x &\in [-\delta, 0] \cup [1, 1 + \delta].
\end{align*}
\]
We set the exact solution
\[ u(x) = x^2, \quad \text{with} \quad f(x) = -\frac{4}{5}. \]
Figure 7. Error distributions of exact error ($\log_{10}(\|e^h\|_E)$, left column) and estimator ($\log_{10}(\eta^h)$, right column) for Example 5.2 with $\delta = 0.02$; $N$ is taken to be 50, 100, 200 and 400 from top to bottom respectively.

The boundary term $g(x)$ is computed from the equation (5.6). We solve the problem with $\delta = 2$ and 0.2 respectively.
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\[ \delta = 2 \]

\[ N \parallel e_h \parallel_{L^2} \quad CR \quad \| e_h \|_E \quad \| e_h \|_{L^2} \quad CR \quad \eta_h^E \quad CR \quad \eta_h^E / \| e_h \|_{L^2} \quad \eta_h^E / \| e_h \|_{E} \]

\begin{array}{cccccccc}
25 & 1.28e-02 & - & 9.08e-03 & - & 9.08e-03 & - & 0.71 & 1.00 \\
50 & 3.90e-05 & 8.36 & 1.50e-05 & 9.24 & 1.50e-05 & 9.24 & 0.38 & 1.00 \\
100 & 9.85e-06 & 1.99 & 3.74e-06 & 2.01 & 3.74e-06 & 2.00 & 0.38 & 1.00 \\
200 & 2.49e-06 & 1.99 & 9.36e-07 & 2.00 & 9.35e-07 & 2.00 & 0.38 & 1.00 \\
400 & 6.28e-07 & 1.99 & 2.34e-07 & 2.00 & 2.34e-07 & 2.00 & 0.37 & 1.00 \\
\end{array}

\[ \delta = 0.2 \]

\begin{array}{cccccccc}
25 & 1.28e-02 & - & 9.07e-02 & - & 9.08e-02 & - & 7.07 & 1.00 \\
100 & 1.06e-05 & 1.98 & 3.73e-05 & 2.00 & 3.73e-05 & 2.00 & 3.51 & 1.00 \\
200 & 2.67e-06 & 1.99 & 9.32e-06 & 2.00 & 9.32e-06 & 2.00 & 3.49 & 1.00 \\
400 & 6.72e-07 & 1.99 & 2.33e-06 & 2.00 & 2.33e-06 & 2.00 & 3.47 & 1.00 \\
\end{array}

\[ \delta = 0.02 \]

\begin{array}{cccccccc}
25 & 1.28e-02 & - & 9.06e-01 & - & 9.07e-01 & - & 70.79 & 1.00 \\
50 & 4.29e-05 & 8.22 & 1.49e-03 & 9.25 & 1.49e-03 & 9.25 & 34.75 & 1.00 \\
100 & 1.08e-05 & 1.99 & 3.73e-04 & 2.00 & 3.73e-04 & 2.00 & 34.40 & 1.00 \\
200 & 2.72e-06 & 1.99 & 9.32e-05 & 2.00 & 9.32e-05 & 2.00 & 34.25 & 1.00 \\
400 & 6.84e-07 & 1.99 & 2.33e-05 & 2.00 & 2.33e-05 & 2.00 & 34.03 & 1.00 \\
\end{array}

Table 3. Numerical results with different \( \delta \) in Example 5.3.

We use the continuous piecewise linear basis functions. Again, for fixed \( \delta \), we divide the interval \([0, 1]\) into \( N = 25, 50, 100, 200, 400 \) subintervals, respectively. Numerical results are shown in Table 5. We again observe that the error estimator has the same convergence rate as the exact error \( \| e_h \|_E \), and the ratio between the two is very stable, which implies the reliability and efficiency. For the kernel function used in this particular example, we have

\[ \sqrt{M(\delta)} \sim \frac{1}{\delta^2 \sqrt{\delta}} \int_{-\delta}^{\delta} \frac{1}{\sqrt{|z|}} dz \sim \frac{1}{\delta}, \]

which again explains the growth of \( \eta_h^E / \| e_h \|_{L^2} \).

5.2. Two Dimensional Numerical Experiments.

Example 5.6. For a given horizon parameter \( \delta \), denote \( \Omega_s = [0, 1] \times [0, 1] \), \( \Omega = [-\delta, 1+\delta] \times [-\delta, 1+\delta] \). We consider the following 2D nonlocal problem with \( \beta = -\frac{1}{3\delta} \), and

\[ \begin{cases} 
- \frac{1}{\delta^2} \int_{B_\delta(x)} (u(x') - u(x)) \, dx' = f(x), & x \in \Omega_s, \\
\quad u(x) = g(x), & x \in \Omega \setminus \Omega_s. 
\end{cases} \]

We choose a discontinuous exact solution as

\[ u(x) = \begin{cases} 
x + y, & x < 0.8333, \\
x^2 + y^2, & \text{otherwise}, 
\end{cases} \]
\[
\delta = 2 \quad \begin{array}{|c|c|c|c|c|c|c|c|}
\hline
N & ||e^h||_{L^2} & CR & ||e^h||_E & CR & \eta_0^h & CR & \eta_0^h / ||e^h||_{L^2} \\
\hline
25 & 1.24e-02 & - & 8.86e-03 & - & 8.86e-03 & - & 0.71 \quad 1.00 \\
50 & 9.77e-03 & 0.35 & 6.90e-03 & 0.36 & 6.90e-03 & 0.36 & 0.71 \quad 1.00 \\
100 & 6.90e-03 & 0.50 & 4.82e-03 & 0.52 & 4.82e-03 & 0.52 & 0.70 \quad 1.00 \\
200 & 5.08e-03 & 0.44 & 3.41e-03 & 0.50 & 3.41e-03 & 0.50 & 0.67 \quad 1.00 \\
400 & 3.35e-03 & 0.60 & 2.41e-03 & 0.50 & 2.41e-03 & 0.50 & 0.72 \quad 1.00 \\
\hline
\end{array}
\]

\[
\delta = 0.2 \quad \begin{array}{|c|c|c|c|c|c|c|c|}
\hline
N & ||e^h||_{L^2} & CR & ||e^h||_E & CR & \eta_0^h & CR & \eta_0^h / ||e^h||_{L^2} \\
\hline
25 & 1.25e-02 & - & 8.86e-02 & - & 8.86e-02 & - & 7.07 \quad 1.00 \\
50 & 9.76e-03 & 0.36 & 6.90e-02 & 0.36 & 6.90e-02 & 0.36 & 7.07 \quad 1.00 \\
100 & 6.82e-03 & 0.52 & 4.83e-02 & 0.52 & 4.83e-02 & 0.52 & 7.07 \quad 1.00 \\
200 & 4.83e-03 & 0.50 & 3.41e-02 & 0.50 & 3.41e-02 & 0.50 & 7.07 \quad 1.00 \\
400 & 3.42e-03 & 0.50 & 2.41e-02 & 0.50 & 2.41e-02 & 0.50 & 7.07 \quad 1.00 \\
\hline
\end{array}
\]

\[
\delta = 0.02 \quad \begin{array}{|c|c|c|c|c|c|c|c|}
\hline
N & ||e^h||_{L^2} & CR & ||e^h||_E & CR & \eta_0^h & CR & \eta_0^h / ||e^h||_{L^2} \\
\hline
25 & 1.24e-02 & - & 8.86e-01 & - & 8.86e-01 & - & 71.61 \quad 1.00 \\
50 & 9.62e-03 & 0.37 & 6.90e-01 & 0.36 & 6.90e-01 & 0.36 & 71.78 \quad 1.00 \\
100 & 6.82e-03 & 0.48 & 4.83e-01 & 0.52 & 4.83e-01 & 0.52 & 70.24 \quad 1.00 \\
200 & 4.82e-03 & 0.52 & 3.41e-01 & 0.50 & 3.41e-01 & 0.49 & 71.30 \quad 1.00 \\
400 & 3.49e-03 & 0.50 & 2.41e-01 & 0.50 & 2.41e-01 & 0.51 & 70.83 \quad 1.00 \\
\hline
\end{array}
\]

Table 4. Numerical results with different \(\delta\) in Example 5.4.

\[
\delta = 2 \quad \begin{array}{|c|c|c|c|c|c|c|}
\hline
N & ||e^h||_{L^2} & CR & ||e^h||_E & CR & \eta_0^h & \eta_0^h / ||e^h||_{L^2} \\
\hline
25 & 2.93e-04 & - & 1.17e-04 & - & 1.16e-04 & 0.40 \quad 0.99 \\
50 & 7.31e-05 & 2.00 & 2.95e-05 & 1.99 & 2.96e-05 & 1.97 \quad 0.41 \quad 1.00 \\
100 & 1.83e-05 & 2.00 & 7.40e-06 & 2.00 & 7.59e-06 & 1.96 \quad 0.42 \quad 1.03 \\
200 & 4.57e-06 & 2.00 & 1.85e-06 & 2.00 & 1.97e-06 & 1.95 \quad 0.43 \quad 1.06 \\
400 & 1.14e-06 & 2.00 & 4.63e-07 & 2.00 & 4.91e-07 & 2.00 \quad 0.43 \quad 1.06 \\
\hline
\end{array}
\]

\[
\delta = 0.2 \quad \begin{array}{|c|c|c|c|c|c|c|}
\hline
N & ||e^h||_{L^2} & CR & ||e^h||_E & CR & \eta_0^h & \eta_0^h / ||e^h||_{L^2} \\
\hline
25 & 3.13e-04 & - & 1.13e-03 & - & 1.18e-03 & 3.75 \quad 1.04 \\
50 & 7.68e-05 & 2.03 & 2.88e-04 & 1.98 & 2.97e-04 & 1.99 \quad 3.86 \quad 1.03 \\
100 & 1.89e-05 & 2.02 & 7.28e-05 & 1.98 & 7.51e-05 & 1.98 \quad 3.97 \quad 1.03 \\
200 & 4.69e-06 & 2.02 & 1.83e-05 & 1.99 & 1.89e-05 & 1.99 \quad 4.04 \quad 1.03 \\
400 & 1.16e-06 & 2.01 & 4.60e-06 & 1.99 & 4.74e-06 & 2.00 \quad 4.08 \quad 1.03 \\
\hline
\end{array}
\]

Table 5. Numerical results with different \(\delta\) in Example 5.5.
where $\mathbf{x} = (x, y)$. The functions $f(x)$ and $g(x)$ can be decided accordingly, and we choose

$$M(\delta) = \int_{B_4(0)} \frac{1}{\delta^4} d\mathbf{x} = \frac{\pi}{\delta^2}.$$  

In this experiment, we use a Galerkin method with discontinuous piecewise constant basis functions, and take $\delta = 0.1$ and 0.2 respectively. For each fixed $\delta$, we compute numerical solutions over $N \times N$ uniform square meshes, where $N = 10, 20, 40$ and 80 respectively. Notice that the discontinuities all fall into the interior of grid elements, which mimics a more generic setting that one may not be able to identify the positions of discontinuities in advance.

Figure 8 shows distributions of $\log_{10}(\|e^h\|_E)$ and $\log_{10}(\eta^h)$ for all the grids over $[0, 1] \times [0, 1]$, with $\delta = 0.1$ and $N = 20$. Pictures with more refined meshes are quantitatively similar. It can be observed that our error estimator matches with the exact error very well with the relatively large errors around discontinuities well captured. Convergence results are listed in Table 6 where one can observe that the convergence rate is 0.5 and the estimator approximates the exact energy norm error robustly.

6. Conclusions

In this work, a rigorous mathematical framework is established for the a posteriori error analysis of the finite element solutions for nonlocal diffusion and nonlocal peridynamic equations. The estimators are carefully derived and the reliability and efficiency are proven. The numerical experiments are consistent with our theoretical conclusion. Meanwhile, the weak convergence of the nonlocal estimator to its local analogue is demonstrated for nonlocal diffusion equation and peridynamic model problem, drawing interesting connections to the limit case for which a lot of studies can be found in the literature. The nonlocal nature of the problem also offers some
sharp contrasts with the local counterpart as explored in our analysis. While the analysis is done for problems with an operator-induced norm being equivalent to $L^2$ norm, due to our choice of kernel function, it is possible to generalize such a framework of a posteriori error analysis for problems involving more general kernel functions. Furthermore, given the fact the nonlocal models allow solutions with less regularity, we see the need for nonuniform refinement to improve the convergence rate of the approximations in such cases. The a posterior error estimators provide a basis upon which efficient mesh refinement can be built on. These interesting topics will be pursued in our future works, along with the mathematical theory for the convergence analysis of adaptive algorithms and practical implementation for various nonlocal models.
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