Abstract

This paper provides empirical estimates of contracting models of the Phillips curve for eight middle-income developing countries (Chile, Colombia, Korea, Malaysia, Mexico, Morocco, Tunisia, and Turkey). Following an analytical review, a variety of models with one and more leads and lags are estimated using two-step GMM techniques. Nested and non-nested tests are used to select a specification for each country, and in-sample predictive capacity and stability are analyzed. Higher-dimension models tend to perform better than parsimonious models with one lead and one lag. Except for Colombia and Korea, backward-looking behavior has a relatively larger impact on inflation dynamics. World oil prices and relative input prices have a limited effect, whereas borrowing costs are significant for Korea and Mexico.
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1 Introduction

The degree of wage and price stickiness plays an important role in the transmission of macroeconomic shocks. In traditional backward-looking Phillips curves, inertia in the wage- and price-contracting process is generally captured by introducing measures of past inflation. By contrast, in models of overlapping contracts with forward-looking agents, inflation is represented as a function of its expected future realizations, based on all available information about the state of the economy. Indeed, several of these models, such as the Taylor-Calvo staggered contracts approach (see Taylor (1979, 1980) and Calvo (1983)), and the quadratic price adjustment cost approach of Rotemberg (1982), have a common formulation that boils down to an expectations-augmented (or New Keynesian) Phillips curve, with current prices depending on future prices.

However, pure forward-looking models have had difficulties explaining the high degree of persistence in inflation and in inflation’s response to monetary policy shocks. Figure 1 shows that inflation persistence, as measured by estimated coefficients from AR(1) and AR(2) processes, is indeed quite high in both industrial and middle-income developing countries. For their sample of 18 industrial countries, Wang and Wen (2007) found a mean value of 0.77 using an AR(1) model, and 0.84 for an AR(2) model. For the 14 developing countries shown in Figure 1, the numbers are 0.84 (with a standard deviation of 0.11) and 0.93 (with a standard deviation of 0.04), respectively.

Another difficulty with early New Keynesian models (a consequence perhaps of the fact that they were first applied to the United States) is the inadequate account of open-economy considerations. In general, there are at least two channels through which openness may influence firms’ price-setting decisions via their impact on marginal production costs. First, demand for domestic products may change relative to those produced abroad. Thus, imperfectly competitive firms may take into account the price they set relative to the prices set by other firms, not only at home but also abroad. Second,
prices of imported intermediate goods may change relative to other inputs engaged in the production process. Firms can therefore substitute imported intermediate goods for domestic labor in production, and changes in the price of these goods relative to wages can affect marginal costs.


Summarizing this literature is a daunting task, but based on the review of Olafsson (2006) and the discussion in Rudd and Whelan (2007), it is fair to conclude that, in general, the evidence is mixed. Disagreements relate to a variety of issues—microfoundations for price-setting behavior, the role of openness, the measurement of underlying variables (especially the output gap), and estimation techniques. For instance, Guay and Pelgrin (2004) show that the results in Galí and Gertler (1999) for the United States are not invariant to the choice of instruments. Results based on a continuously updated GMM technique lead to a rejection of the pure forward-looking specification of the Phillips curve. Nason and Smith (2005), using a variety of estimation techniques for a hybrid equation, find limited evidence of forward-looking behavior for the case of Canada, the United Kingdom, and the United States—in contrast to some previous studies. As argued by Soderstrom, Soderlind, and Vedrin (2005), backward-looking behavior appears to be important for explaining not only inflation inertia but also the volatility and persistence of output and interest rates.
In addition, almost all of the existing studies focus on the United States and European countries. Given the conflicting nature of some of the results, and potentially important structural differences between developed and developing countries (regarding, in particular, the degree of openness and the role of credit markets), it is difficult to draw general inference from them regarding the behavior of inflation in the latter group of countries.

This paper attempts to fill this gap by providing empirical evidence on contracting models of inflation for eight middle-income developing countries: Chile, Colombia, Korea, Malaysia, Mexico, Morocco, Tunisia, and Turkey. These countries represent a fairly diverse experience in terms of inflation, with countries like Morocco and Tunisia experiencing relatively low and stable inflation during the sample period, whereas Chile and Turkey (as well as Korea following the Asia crisis in the late 1990s) experienced higher and more persistent episodes of inflation. Section II examines analytically various types of backward- and forward-looking models of inflation. It also highlights the role of openness, factor substitution, and the impact of borrowing costs on marginal production costs. Section III proposes several alternative empirical specifications for testing these models in a small open middle-income country. Section IV presents our econometric methodology, which is based on two-step GMM estimation. Section V presents estimation results, as well as the results of non-nested tests and predictive ability. Section VI concludes by discussing some research perspectives.

2 Models of Inflation Dynamics

This section provides a brief analytical overview of various specifications of the Phillips curve. We begin by considering pure, forward-looking (closed-economy) models, in which inflation displays no persistence. We next examine models in which inertia is introduced. Finally, we consider the specification of marginal costs when working capital needs lead to short-term
borrowing and discuss open-economy considerations.

2.1 Pure Forward-Looking Models

Much recent research on the dynamics of price adjustment in closed-economy Keynesian models dwells on the staggered contracts models of Taylor (1979, 1980), Calvo (1983), and the costly adjustment model of Rotemberg (1982). Staggered contracts models à la Taylor are based on the assumption that wages are set in nominal terms at discrete periods of time in an asynchronous fashion (because they are set by different agents at different points in time) and, as a result, contracts overlap. Agents are assumed to contract a wage that reflects their anticipations of future price and output levels for the expected duration of the contract. These models typically assume that prices are a constant markup over wages and focus on the persistence induced in the aggregate price (average wage) level due to the asynchronous and overlapping nature of wage contracts.¹

To illustrate Calvo’s model of price adjustment, consider an economy characterized by a continuum of identical monopolistic competitive firms indexed by \( i \in (0, 1) \), each of which producing a nonstorable differentiated good. The production function of each firm is linear in labor, \( N^i_t \), so that

\[
Y^i_t = A^i_t N^i_t, 
\]

where \( A_t \) denotes average productivity. If labor is paid a common nominal wage \( W_t \), the nominal marginal cost of production—the ratio of the wage rate to the marginal product of labor—is identical across firms and given by (in logs)

\[
mc^i_t = w_t - a_t, 
\]

where \( x_t = \ln X_t \), with \( X_t = A_t, W_t \).

¹Note that this approach does not postulate that formal contracts are actually written, but rather that nominal prices (wages) are preset for some period of time.
In a closed economy, with no government, household consumption equals production. Each firm is assumed to face an isoelastic demand curve for its product of the form

$$Y_i^t = \left( \frac{P_i}{P_t} \right)^{-\upsilon} Y_t,$$  \hspace{1cm} (3)

where the parameter $\upsilon > 1$ is the Dixit-Stiglitz elasticity of substitution between differentiated goods (or the common price elasticity of demand facing each firm), $P_t = \left\{ \int_0^1 P_i^{(1-\upsilon)} di \right\}^{1/(1-\upsilon)}$ the aggregate price level, and $Y_t = \left\{ \int_0^1 Y_i^{(v-1)/v} di \right\}^{v/(v-1)}$ aggregate output.2

Real profits of the $i$th firm are given by, using (1) and (3),

$$\Phi_i^t = \left( \frac{P_i Y_i^t - W_t N_i^t}{P_t} \right) = \left( \frac{P_i}{P_t} \right)(\frac{P_i}{P_t A_t})^{-\upsilon} Y_t,$$ \hspace{1cm} (4)

In the absence of pricing frictions, the $i$th firm will choose its price to maximize its real profits. From (4), the first-order condition is

$$\frac{\partial \Phi_i^t}{P_i^t} = \frac{\upsilon - 1}{\upsilon} \left( \frac{P_i}{P_t} \right)^{1-\upsilon} Y_t - \frac{W_t}{P_t A_t} (\frac{P_i}{P_t})^{-\upsilon} Y_t = 0,$$

which can be simplified to give the (log) equilibrium price:

$$\tilde{p}_t = \mu + mc_t^n,$$ \hspace{1cm} (5)

where $\mu = \ln[\upsilon/(\upsilon - 1)]$ is the (log) mark-up.3 Thus, in the absence of frictions, all firms set their price as a fixed mark-up over marginal cost. As $\upsilon$ increases, the mark-up falls, and in the limit of $\upsilon \to \infty$, $\mu = 0$.4

Calvo’s random price adjustment involves assuming that in each period a random fraction $1 - \theta$ of firms reset their price (regardless of how much time

---

2Because we are only analyzing firms’ price-setting decisions, we can abstract from the optimization problem underlying individuals’ decisions to allocate total consumption across time periods.

3The index $i$ is dropped in (5) because the equilibrium price is the same for all firms.

4The term $\mu$ is thus a measure of the steady-state distortion arising from monopolistic competition.
has elapsed since the last update), whereas all other firms keep their prices unchanged. The hazard rate (the probability that any given price posted at time \( t \) will be adjusted at \( t + 1 \)) is thus constant and the average duration of nominal price stickiness is \( 1/(1 - \theta) \). The evolution of the (log) price level, \( p_t \), is given by

\[
p_t = \theta p_{t-1} + (1 - \theta) \tilde{p}_t,
\]

where \( \tilde{p}_t \) is now the optimal price chosen by those who can reset their prices.

At time \( t \), price-adjusting firms can set their price to maximize a discounted sum of current and future profits. Using (4), the maximization problem can be specified as

\[
\max_{\bar{p}_t} \left\{ \sum_{j=0}^{\infty} (\theta \beta)^j \left( \frac{\Lambda_{t+j}}{\Lambda_t} \right) \left[ \left( \frac{P_i}{P_{t+j}} - \frac{W_{t+j}}{P_{t+j} A_{t+j}} \right) \left( \frac{P_i}{P_{t+j}} \right)^{-\nu} Y_{t+j} \right] \right\},
\]

where \( \beta \) is the firm’s discount factor and \( \Lambda_{t+j}/\Lambda_t \) the intertemporal marginal rate of substitution of the representative household between \( t \) and \( t + j \).\(^5\)

Assuming that firms take the processes driving \( A_t \) and \( W_t \) as given, it can readily be established that a firm’s optimal reset price is determined by

\[
\tilde{p}_t = \mu + (1 - \theta \beta) \sum_{j=0}^{\infty} (\theta \beta)^j E_t m c_t^{\alpha_{t+j}},
\]

where \( m c_t^{\alpha_{t+j}} \) is nominal marginal cost at time \( t + j \). Intuitively, firms take into account the fact that their prices will likely be fixed over some period of time by setting their price equal to a weighted average of expected future nominal marginal costs. The parameter \( \theta \) (which is inversely related to the expected duration of the currently determined price) affects how fast the weights decline over time. If \( \theta = 0 \), all prices are flexible, and all firms would set their price as described in (5).

\(^5\)Because firms distribute all profits to households at the end of each period, the discount factor depends also on the intertemporal marginal rate of substitution of the representative household.
As shown for instance by Yun (1996), Osborne (2002), or Lawless and Whelan (2007), equations (6) and (8) can be combined to yield, in a neighborhood of a zero-inflation steady state, a new-Keynesian Phillips curve (NKPC) of the form

\[ \pi_t = (1 - \theta)(\tilde{p}_t - p_{t-1}) = \beta E_t \pi_{t+1} + \frac{(1 - \theta)(1 - \theta \beta)}{\theta} (mc_t + \mu), \]  

which relates inflation, \( \pi_t = p_t - p_{t-1} \), to next period’s expected inflation rate and the current deviation of real marginal cost \( mc_t = mc^n_t - p_t \) from its frictionless optimal level, \( \mu \).\(^6\) The higher the degree of price rigidity, as measured by \( \theta \), the less sensitive is inflation with respect to movements in marginal costs. This result can easily be generalized to alternative assumptions about the production technology; for instance, with a Cobb-Douglas production function of the form \( Y_t^i = A_t N_t^{(1-\alpha)} \), where \( \alpha \in (0, 1) \), the coefficient of the second term on the left-hand side of (9) would simply be multiplied by \( (1 - \alpha)(1 + \alpha(\nu - 1)) \), as shown by Galí, Gertler, and López-Salido (2001).

Because, from (1), \( a_t = y_t - n_t \), the real (average) marginal cost \( mc^n_t - p_t \) is also equal to \( w_t - a_t - p_t = w_t + n_t - (y_t + p_t) \), that is, the (log) labor income share, or unit labor costs.\(^7\)

Note that in this setting, where production is linear in labor and firms hire workers in a common economy-wide labor market, all firms face the same marginal cost, which is independent of its level of output. Consequently, the firm’s marginal cost is equal to the average marginal cost, which equals the labor share. By contrast, as shown by Gagnon and Khan (2005), if the

\(^6\)In the steady state, as implied by (5) the real marginal cost corresponds to the inverse of the mark-up (in log terms \(-\mu\)), because then the nominal marginal cost and output are constant and so all firms charge the same price.

\(^7\)As shown by Gagnon and Khan (2005), if the production technology is Cobb-Douglas (or CES) with overhead labor costs, and if capital cannot be reallocated across firms, the relationship between real marginal costs and inflation will also depend on a “strategic complementarity” parameter, which depends essentially on the elasticity of firms’ real marginal cost with respect to their own output. This parameter affects estimates of average duration of nominal price stickiness. However, we do not perform structural estimation in this paper.
production technology is Cobb-Douglas (or CES) with overhead labor costs, and if capital cannot be instantly reallocated across firms, real marginal costs will depend not only on unit labor costs but also on a “strategic complementarity” parameter, which depends essentially on the elasticity of firms’ real marginal cost with respect to their own output—which is now different from zero. This parameter affects also estimates of the average duration of nominal price stickiness.

Abstracting from these complications, and under further restrictions on technology, and with a constant stock of capital, it can be shown that deviations in the labor share from its steady-state (and thus average real marginal costs), $\hat{s}_t$, are proportional to the gap between output and its potential level, that is, the output gap $\hat{y}_t$ (see Rotemberg and Woodford (1997)). With this assumption, the dynamics of inflation are given by

$$\pi_t = \beta E_t \pi_{t+1} + \gamma \hat{y}_t,$$  

(10)

where $\gamma = (\chi + \sigma^{-1})(1 - \theta)(1 - \theta \beta)/\theta$, with $\sigma$ denoting the elasticity of intertemporal substitution and $\chi$ the Frisch elasticity of labor supply with respect to wages (leaving constant the marginal utility of consumption).\(^8\) Thus, the longer prices are held fixed (on average), the less responsive is inflation to cyclical fluctuations in output.

The main difference between Taylor-type contracts and Calvo’s approach is that the individual firm’s price-setting decision is derived from an explicit optimization problem. Nevertheless, as shown by Roberts (1995), and as discussed by Clarida, Galí, and Gertler (1999), both of these models can be formulated in a form similar to (10). The quadratic price adjustment model developed by Rotemberg (1982), in which firms are assumed to minimize the total costs of changing prices, generates also a similar relation—with $\gamma$ now related to the magnitude of price adjustment costs (see Roberts (1995)).

\(^8\)See, for instance, Kozicki and Tinsley (2002) for a derivation of (10).
2.2 Models with Inflation Inertia

Various criticisms have been addressed to the standard NKPC derived from the Taylor-Calvo-Rotemberg approach. Andersen (1998), for instance, has argued that focusing on price staggering, instead of wage staggering, does matter for output and price dynamics (namely, the degree of persistence of shocks), in contrast to some of the literature in the Taylor tradition where it has been implicitly assumed that there is no qualitative difference between the two cases. Most importantly for our purpose here, it has been pointed out that the approaches underlying the standard NKPC implies no persistence to the inflation rate (see Estrella and Fuhrer (2000) for a detailed discussion). All these models have the implication that a credible disinflation program can be implemented at no output cost—a somewhat implausible result, given the international experience for both industrial and developing countries.9

Several approaches have been proposed to generate inflation persistence in the NKPC. In Blanchard and Galí (2007), for instance, the existence of real wage rigidities implies that any change in the output gap, even purely transitory in nature, will have persistent effects on inflation—although these results appear to be valid only in log-linearized setting (see Ascari and Merkl (2007)). In Ireland (2004), nonseparability across consumption and real money holdings in household utility implies that real cash balances enter in the Phillips curve. In addition, if money demand depends on past inflation (as a measure of the rate of return on real assets), or if interest rates are set through a policy rule with a backward-looking component, inflation persistence may also emerge. In Karanassou and Snower (2007), the output gap is endogenized by relating it—somewhat arbitrarily—to real money balances; as a result, shocks to money supply generate persistent movements in inflation. Yet another approach to explaining price stickiness has been to abandon al-

---

9Not also there are differences among these models; as discussed for instance by Musy (2006), an unexpected disinflation in Taylor’s model does entail a real cost, whereas it does not in Calvo’s model.
together “time-dependent” models, in which firms set their prices for fixed periods of time, and to focus instead on “state-contingent” adjustment rules, in which firms change price when underlying determinants (such as demand and costs) reach some pre-specified upper or lower bounds. In what follows, however, we will focus on two other approaches that have received widespread consideration in the empirical literature. The first involves introducing “rule-of-thumb” price setters, whereas the second involves an alternative definition of wage contracts.

2.2.1 The Galí-Gertler Hybrid Model

Galí and Gertler (1999), and subsequently Steinsson (2003), derived a hybrid Phillips curve from a price adjustment model à la Calvo and the additional assumption that although a mass of firms of measure $1 - \theta$ is allowed to reset their prices, only a fraction $1 - \kappa$ of them, where $\kappa \in (0, 1)$, does so optimally (that is, in a forward-looking manner); the remaining fraction set their price according to a rule of thumb—perhaps as a result of information processing costs. Specifically, a fraction $\kappa$ of price-resetting firms chooses the (log) price $p^B_t$ according to the backward-looking rule

$$p^B_t = p^*_{t-1} + \pi_{t-1},$$

where $p^*_{t-1}$ is the average set price in $t-1$, across both backward- and forward-looking firms, which depends therefore on both $\tilde{p}_{t-1}$ and $p^B_{t-1}$.

As derived by Galí and Gertler (1999, pp. 209-11), the hybrid equation takes the form

$$\pi_t = \left( \frac{\kappa}{\phi} \right) \pi_{t-1} + \left( \frac{\beta}{\phi} \right) E_t \pi_{t+1} + \left( \frac{1 - \kappa}{\phi} \right) \gamma \hat{y}_t,$$

(11)

where $\phi = \theta + \kappa [1 - \theta (1 - \beta)]$. This equation corresponds to (10) if $\kappa = 0$. A similar result would obtain if instead firms that are unable to reset their

---

10 See Dotsey, King, and Wolman (1999), Romer (2000), and Bakhshi, Khan, and Rudolf (2007) for a discussion.

11 Calvo, Celasun, and Kumhoff (2003) provide a generalization of Calvo’s staggered pricing model that generates inflation inertia.
prices optimally do so by indexing them to last period’s inflation, as follows:

$$p_t^B = p_{t-1} + \theta(p_{t-1} - p_{t-2}), \quad (12)$$

where, to ensure a vertical Phillips curve in the long run, the degree of indexation is set equal to $\theta$ (see, for instance, Liu (2006)).

A common criticism of the Galí-Gertler hybrid NKPC, and its variants involving backward-looking indexation as in (12), is that it dwells on an *ad hoc* behavioral assumption by some agents. However, as shown by Kozicki and Tinsley (2002), a virtually identical specification, which includes a term in lagged inflation but also an additional lead term, $E_t \pi_{t+2}$, can arise from optimizing behavior if the dynamics of pricing frictions are more complex than in the pure forward-looking version. Specifically, they show that in such conditions the NKPC takes the form

$$\pi_t = \alpha_1 y_t + \alpha_2 \beta E_t \pi_{t+1} - \alpha_3 \beta^2 E_t \pi_{t+2} + \alpha_3 \pi_{t-1}, \quad (13)$$

where $\beta$ is a discount factor.\footnote{If $\beta$ is close to unity, Kozicki and Tinsley (2002) show that $\alpha_2$ is also close to unity, and this equation can be estimated in the form $\pi_t = a_1 y_t + a_2 E_t \pi_{t+1} + a_3 (\pi_{t-1} - E_t \pi_{t+2}) + \varepsilon_t$, with the restriction $a_2 + a_3 = 1$.} Sheedy (2007) derives a similar result. He shows that, under the (plausible) assumption that newer prices are stickier than older prices, the hazard function of the Calvo model would be upward-sloping, rather than constant. Essentially, a hazard function that increases with time implies that if there has been inflation in the recent past, so that older prices are lower than more recent prices, the average price will automatically increase when prices are reoptimized—even if the new prices are no higher than the average current price. There is therefore inflation inertia and the Phillips curve takes a form similar to (13).

### 2.2.2 Fuhrer-Moore Contracts

Fuhrer and Moore (1995) developed a price formation equation that can also generate inflation inertia. Their model can be summarized as follows. Suppose that agents negotiate nominal wage contracts that remain in effect for
four quarters. Unlike Taylor (1980), however, there is no fixed markup from wages to prices. This difference is essential, because it allows a meaningful distinction between prices and wages. The aggregate log price index in quarter $t$, $p_t$, is a weighted average of the log of contract prices, $x_{t-i}$, that were negotiated in the current and the previous three quarters and are still in effect. The weights, $\delta_i$, are the proportions of the outstanding contracts that were negotiated in quarter $t - i$,

$$p_t = \sum_{i=0}^{3} \delta_i x_{t-i},$$

(14)

where $\delta_i \geq 0$ and $\sum \delta_i = 1$. Fuhrer and Moore assume that the distribution of contract prices can be characterized by a downward-sloping linear function of contract length,

$$\delta_i = 0.25 + (1.5 - i)s,$$

with $0 < s \leq 1/6$ and $i = 0, ..., 3$. This distribution depends on a single slope parameter, $s$, and it is invertible. When $s = 0$, it is the rectangular distribution of Taylor (1980), and when $s = 1/6$, it is the triangular distribution.

Let $v_t$ be the index of real contract prices that were negotiated on the contracts currently in effect,

$$v_t = \sum_{i=0}^{3} \delta_i (x_{t-i} - p_{t-i}),$$

(15)

where $\delta_i$ is the fraction of wage contracts negotiated in period $t - i$ that are still in effect at period $t$.

Agents set nominal contract prices so that the current real contract price equals the average real contract price index expected to prevail over the life of the contract, adjusted for expected excess demand, measured by the output gap, $\hat{y}_t$:

$$x_t - p_t = \sum_{i=0}^{3} \delta_i E_t(v_{t+i} + \gamma \hat{y}_{t+i}) + \epsilon_t,$$

(16)
where $\varepsilon_t$ is an error term. Substituting (15) in (16) yields the “relative” (or real) version of Taylor’s (1980) contracting equation:

$$x_t - p_t = \sum_{i=0}^{3} \beta_i (x_{t-i} - p_{t-i}) + \sum_{i=0}^{3} \beta_i E_t (x_{t+i} - p_{t+i}) + \gamma^* \sum_{i=0}^{3} \delta_i E_t (y_{t+i}) + \xi_t,$$

where

$$\beta_i = \frac{\Sigma_j \delta_{j+i} \delta_{j}}{1 - \Sigma_j \delta_j^2}, \quad \gamma^* = \frac{\gamma}{1 - \Sigma_j \delta_j^2},$$

Letting $\pi_t = p_t - p_{t-1}$, the Phillips curve derived from the model is a two-sided curve defined as

$$\pi_t = \delta(L) \delta(L^{-1}) [\pi_t - \gamma g^{-1}(L) \hat{y}_t],$$

where $\delta(L) = \delta_0 + \delta_1 L + \delta_2 L^2 \ldots$ is the lag polynomial that describes the distribution of price contracts in the model.

In the Fuhrer-Moore model, agents in their contracting decisions care about the *relative* real contract price in effect during the life of their contracts. They therefore compare the current real contract price with an average of the real contract prices that were negotiated in the recent past and those that are expected to be negotiated in the near future; the weights in the average measure the extent to which the past and future contracts overlap the current one. When output is expected to be high, the current real contract price is high relative to the real contract prices on overlapping contracts.\(^{13}\)

In contrast, the Taylor (1980) specification assumes that agents care about relative *nominal* contract wages (and prices) in effect during the life of their contracts.

\(^{13}\)Note that $\gamma$ measures the impact of the output gap on the log real contract price, not on inflation or on the price index. The inflation rate is related to the real contract price via a complex lag/lead polynomial.
The attractive feature of the Fuhrer-Moore contracting specification is that it helps to explain the high degree of persistence in inflation that is typically found in the data (as discussed in the introduction), whereas the conventional Taylor specification does not.\textsuperscript{14} While the Taylor specification can be shown to imply that prices depend symmetrically on past and expected future prices, thus imparting significant inertia to the price level, it implies that the inflation rate is highly flexible—that is, it can jump in response to news. In contrast, the Fuhrer-Moore relative contracting specification implies that inflation depends symmetrically on past and expected future inflation, thus imparting significant inertia to both inflation and the price level. In addition, the relative contracting model, because it implies a link between the inflation rate and excess demand, can account for a positive correlation between inflation and the output gap; the Taylor model, by contrast, links the price level and excess demand, and is thus not able to do so.

With two periods, the Fuhrer-Moore contracting equation is

\[ x_t - p_t = \frac{1}{2} [x_{t-1} - p_{t-1} + E_t(x_{t+1} - p_{t+1})] + \gamma \hat{y}_t. \]

If prices are a simple average of the nominal contract wage negotiated at \( t \) and \( t - 1 \),

\[ p_t = \frac{1}{2} (x_t + x_{t-1}), \]

and defining inflation as \( \pi_t = p_t - p_{t-1} \), we have

\[ \pi_t = \frac{1}{2} (\pi_{t-1} + E_t \pi_{t+1}) + \gamma \hat{y}_t^M, \]

(17)

where \( \hat{y}_t^M \) is a moving average of current and past output. Inflation thus depends on its past value (which imparts inertia to both inflation and the

\textsuperscript{14} As shown by Holden and Driscoll (2003), however, the presence of lagged inflation in the model depends on a somewhat arbitrary assumption regarding which other cohorts a given cohort will compare its real wage against.
price level) as well as its future value. Thus, Fuhrer-Moore contracts generate a hybrid Phillips curve similar to (11), albeit with restrictions on the parameters of the lagged and lead values of inflation.

By contrast, a two-period contracting equation of the Taylor type would imply that the contract wage is given by an average of the lagged and expected future wage contracts, adjusted for excess demand:

$$x_t = \frac{1}{2}(x_{t-1} + E_t x_{t+1}) + \gamma \hat{y}_t.$$ 

This specification implies that inflation is given by $$\pi_t = E_t x_{t+1} + \gamma \hat{y}_t,$$ which implies that inflation persistence cannot result from the contracting specification per se but must come rather from persistence in the output gap.

### 2.3 Bank Borrowing and Marginal Costs

A key feature of the financial system in developing countries is that banks often play a critical role in financial firms’ working capital needs (see Agénor and Montiel (2007, 2008)). This has important implications for the dynamics of inflation. Indeed, Ravenna and Walsh (2006) and Chowdhury, Hoffmann, and Schabert (2006) integrate a cost channel in an otherwise standard New-Keynesian model of the business cycle and show that the presence of a cost channel is tantamount to a direct effect of interest rates on inflation within a forward-looking Phillips curve. Interest rates affect firms’ marginal costs of production, which in turn drive inflation dynamics. Both papers estimate these augmented NKPC equations and find evidence in support of the cost channel. Using a VAR approach, Tillmann (2006) also estimated the impact of a cost channel on inflation dynamics for the US, the UK, and the aggregate Euro area within a forward-looking Phillips curve framework. The results show that the cost channel plays a non-negligible role in explaining inflation and is able to account for certain inflation episodes that cannot be explained by the conventional New Keynesian Phillips curve.
A simple illustration of the Ravenna-Walsh model is as follows. As before, suppose that there exists a continuum of monopolistically competitive firms, of measure 1, indexed by $i$, producing differentiated final goods. The firm’s production function is given by (1).

Workers must now be paid in advance of production. As a result, firm $i$ must borrow an amount $W_i N_i$ from banks at the beginning of the period to cover their wage costs, and repay their loans at the end of the period, at the gross nominal interest rate $1 + R_t$. The nominal cost of labor is thus the effective wage, $(1 + R_t)W_t$. The (log) real marginal cost is again the same for all firms and equal to, instead of (2),

$$mc^n_t \equiv R_t + w_t - a_t.$$  \hfill (18)

If prices are flexible, the (log) equilibrium price is as before given as a markup over marginal cost, defined now as in (18). Changes in interest rates have therefore a direct effect on prices.\footnote{As shown by Ravenna and Walsh (2006), however, changes in interest rates have no effect on the flexible-price equilibrium value of output if labor supply is inelastic.} With Calvo-style sticky prices, firm $i$ sets its price at time $t$ to maximize, instead of (7),

$$\max_{p_i^t} \left\{ \sum_{j=0}^{\infty} (\theta \beta)^j \left( \frac{\Lambda_{t+j}}{\Lambda_t} \right) \left( \frac{P_{t+j}^i}{P_{t+j}^i} - \frac{(1 + R_{t+j})W_{t+j}}{P_{t+j}^i A_{t+j}} \right) \left( \frac{P_{t+j}^i}{P_{t+j}^i} \right)^{-\nu} Y_{t+j} \right\},$$

which again leads an equation similar to (9). However, with the cost channel, deviations in the real marginal cost from its steady-state value $\mu$ depend not only on deviations in the labor share from steady state, $\hat{s}_t$, but also on deviations in the gross nominal lending rate from its steady-state value, $\hat{R}_t$:

$$mc_t + \mu \simeq \hat{s}_t + \hat{R}_t.$$  \hfill (19)

Combining (9) and (19), and assuming as before a proportional relationship between $\hat{s}_t$ and the output gap $\hat{y}_t$, yields

$$\pi_t = \beta E_t \pi_{t+1} + \gamma_1 \hat{y}_t + \gamma_2 \hat{R}_t,$$  \hfill (20)
or in a form similar to (11) if we again suppose that the fraction of firms that do not optimally adjust update their previous price on the basis of past inflation. Hence, the existence of a cost channel implies extending the measure of marginal costs to include bank lending rates directly into the price equation.

In the Ravenna-Walsh framework, the nominal interest rate $R_t$ is treated essentially as predetermined, given the highly stylized treatment of the financial intermediation process. However, in a framework where credit market imperfections and monopolistic competition among financial intermediaries are explicitly accounted for, the interest rate at which firms borrow (the lending rate, $R_t^L$) will typically differ from the Central bank policy rate or the marginal cost of liquidity, $R_t^C$, by a risk premium, $v > 0$, which depends negatively on the firm’s physical assets through a collateral effect (see Agénor and Montiel (2008, Chapter 6)). Assuming that the real stock of these assets is given in the short run, and that financial intermediaries set the lending rate one period in advance, implies that the nominal lending rate will vary inversely with lagged inflation, through its effect on collateral values:

$$ R_t^L = R_t^C + v(\pi_{t-1}), $$

(21)

where $v < 0$. Combining (9), (19) and (21) yields therefore a Phillips curve where lagged inflation also appears, as in hybrid models. However, persistence is now “extrinsic” in nature and results solely from credit market imperfections. Note also that the relevant interest rate is now the central bank policy rate. In our empirical results, however, we will use the lending rate directly (or the money market rate, as a proxy), which precludes relying on credit market imperfections as a source of inflation persistence.

### 2.4 Openness and Factor Substitution

Another important extension of the standard approach is to account for openness. Openness can affect the evolution of inflation in three ways: through
competitive pressures from abroad, through the impact of imported final goods on consumer prices and wages, and through the real price of imported inputs.

The first channel relates to the fact that external competitive pressures, through imported substitutable final goods, may affect real marginal costs, which as a consequence depend on the real exchange rate. In Batini, Jackson, and Nickell (2005), this effect operates through changes in the desired markup. In Guender (2006), it results from the tendency of domestic firms to adjust their prices in line with changes in the domestic-currency price of the final goods charged by their foreign competitors.

Guender (2006, Appendix) obtains a qualitatively similar result under Calvo pricing. Price-setting firms are now aware of the possibility that they may not be able to adjust prices for a while; they therefore consider the future evolution of all the factors that govern the determination of their product prices. These factors are domestic nominal marginal costs and the domestic-currency price of the foreign consumption good. The latter represents the price that prevails in world markets where domestic firms compete. Assuming a complete exchange-rate pass-through, Guender shows that the open-economy Phillips Curve takes the form

$$\pi_t = E_t \pi_{t+1} + \frac{(1 - \theta)^2}{\theta} [\delta mc_t + (1 - \delta) z_t], \quad (22)$$

where $mc_t$ is real marginal cost, $\theta$ the probability (as before) that a firm cannot adjust the price of its product in a given period, $\delta$ and $1 - \delta$ the relative importance of nominal marginal costs and the domestic currency price of the imported final consumption good in the process of price adjustment, respectively, and $z_t$ the real exchange rate (or the relative price of the imported consumption good). Thus, the more open the economy (the lower $\delta$ is),

---

16 However, they do not find supporting evidence for this particular mechanism in their empirical results.

the more relative prices influence domestic inflation. In models such as those of Galí and Monacelli (2005) or Benigno and Lopez-Salido (2006), however, where consumer prices are specified directly as a weighted average of the prices of home goods and imported final goods, it is the rate of change of the real exchange rate, rather than its level, that appears in the open-economy Phillips curve.

The second channel results from the fact that nominal wages may be indexed on the consumer price index, which will normally reflect the price of both domestic and imported final goods. If labor supply depends on consumption real wages—because the consumer price index is the relevant deflator of spending from the perspective of workers—then through the goods market equilibrium condition inflation will also depend indirectly on the (actual or expected) relative price of foreign goods (see Walsh (1999) and Svensson (2000)).

The third channel relates to the degree of substitutability between production inputs. If the value added production function cannot be written in linear or Cobb-Douglas form, real marginal cost will be a function of the relative price of inputs, including imported ones. Put differently, if the import requirement of gross output is rising at the margin and it is not possible to substitute between labor and imported inputs, then the marginal cost of producing value added will be increasing in the real price of imported inputs (see Balakrishnan and López-Salido (2002)).

To illustrate this effect requires introducing imported intermediate goods into the production function. Suppose for instance that, instead of (1), the production function takes the CES form

\[ Y^i_t = A[\alpha(N^i_t)^{\sigma-1}/\sigma + (1 - \alpha)(J^i_t)^{\sigma-1}/\sigma]^{\sigma/(\sigma-1)}, \]  

where \( \alpha \in (0, 1) \), \( J^i_t \) imported intermediate goods (oil, for short) by firm \( i \), and \( \sigma \) the elasticity of substitution between inputs. Cost minimization implies solving for \( N^i_t \) and \( J^i_t \) to minimize \( WN^i_t + P^i_t J^i_t \), where \( P^i_t \) is the
domestic-currency price of imported oil, subject to (23). The optimality conditions yield

$$\frac{N^i_t}{J^i_t} = B \left( \frac{P^J_t}{W^i_t} \right)^\sigma,$$

(24)

where $B = [\alpha/(1 - \alpha)]^\sigma$. This equation shows that changes in the price of imported oil relative to the nominal wage results in substitution between labor and imported inputs.\(^\text{18}\)

In terms of the consumer price index (rather than the price of output), real marginal costs of firm $i$ are now defined by

$$MC^i_t = \frac{W^i_t}{P^i_t} \left( \frac{\partial N^i_t}{\partial Y^i_t} \right) + \frac{P^J_t}{P^i_t} \left( \frac{\partial J^i_t}{\partial Y^i_t} \right),$$

(25)

Using (23) and (24), this equation can be rewritten as (see Leith and Malley (2007, p. 410)):

$$MC^i_t = \left\{ \alpha^\sigma \left( \frac{W^i_t}{P^i_t} \right)^{1-\sigma} + (1 - \alpha)^\sigma \left( \frac{P^J_t}{P^i_t} \right)^{1-\sigma} \right\}^{-1/(\sigma-1)}.$$

Taking logarithms, and assuming that the labor share is proportional to the output gap, yields an equation of the form

$$mc_t = \gamma_1 \hat{y}_t + \gamma_2 (p^J_t - w_t) + \gamma_3 (p^J_t - p^i_t),$$

(26)

where $p^J_t = \ln P^J_t$ and $\gamma_2 = 0$ if $\sigma = 0$. The third term, the relative price of imports (in terms of the price of value added), comes from the definition of GDP in the presence of intermediate goods, and is often referred to as a “terms-of-trade” effect.\(^\text{19}\) Thus, movements in the real price of imported oil constitute an independent source of variation in marginal costs. As in Genberg and Pauwels (2005) equation (26) could be rewritten to relate marginal

\(^{18}\)In the Cobb-Douglas case, the optimality conditions yield $W^i_t N^i_t/\alpha Y^i_t = P^J_t J^i_t/(1 - \alpha) Y^i_t$, which can be rearranged to give (24) with $\sigma = 1$.

\(^{19}\)If we were to assume decreasing marginal returns in the two variable factors in the short run, the level of output at the individual firm level would also affect marginal costs. As a result, as shown by Leith and Malley (2007) and Rumler (2007), average firm output would appear in the Phillips curve as well. The relationship between average firm output and GDP would then need to be examined.
costs to a weighted average of intermediate imported input costs and labor input costs. This equation can also be generalized to account for substitution between domestically produced and imported intermediate inputs, as in Rumler (2007).

Combining the first and third channels with Calvo pricing (that is, (22) and (26)), and using (percentage) deviations in the real exchange rate, $z_t$, rather than its level, a general (unrestricted) open-economy NKPC can be written as

$$\pi_t = \chi_1 \hat{y}_t + \chi_2 E_t \pi_{t+1} + \chi_3 \hat{z}_t + \chi_4 (\hat{p}_t^d - \hat{w}_t) + \chi_5 (\hat{p}_t^d - \pi_t),$$

where $\hat{p}_t^d$ and $\hat{w}_t$ are deviations of $p_t^d$ and $w_t$ from their steady-state values. The term in the real exchange rate captures the effect of changes in the relative price of imported final goods, whereas the last term captures changes in the relative price of imported intermediate goods. This distinction, which does not appear in recent studies (for instance, Leith and Malley (2007) or Rumler (2007)) is important empirically. The coefficient $\chi_5$ captures the “terms-of-trade” effect. Assuming that $\chi_5 < 1$, this equation can be rearranged and estimated in the alternative form

$$\pi_t = \frac{\chi_1}{1 - \chi_5} \hat{y}_t + \frac{\chi_2}{1 - \chi_5} E_t \pi_{t+1} + \frac{\chi_3}{1 - \chi_5} \hat{z}_t + \frac{\chi_4}{1 - \chi_5} (\hat{p}_t^d - \hat{w}_t) + \chi_5 \hat{p}_t^d,$$  

(27)

which shows directly the impact of imported oil prices.\footnote{With $\chi_4 = 0$, this equation is similar to the one specified and estimated by Moons et al. (2007), with the addition of a lagged term.} Note that we do not account directly for the second channel through which openness may affect the behavior of inflation (as identified earlier), given that equation (27) explicitly accounts for changes in nominal wages.

\textsuperscript{20}
3 Empirical Specifications

Based on the foregoing discussion, we specify and estimate several alternative open-economy inflation specifications, in the presence of a cost channel. Let $V_t$ denote the vector of variables consisting of the cyclical component of the real exchange rate, deviations in the relative oil price-nominal wage ratio, deviations in imported oil prices, and the cyclical component of the lending rate:

$$V_t = [\hat{\varepsilon}_t \quad \hat{p}_t^j - \hat{w}_t \quad \hat{p}_t^j - \hat{R}_t^L]'.$$

In the first specification, which we refer to as $PC(-1, 1)$, we estimate an extended Galí-Gertler hybrid model, of the form

$$\pi_t = \delta_0 + \delta_1 \pi_{t-1} + \delta_2 \pi_{t+1} + \sum_{i=0}^m \alpha_i \hat{y}_{t-i} + \gamma V_t + \varepsilon_t, \quad (28)$$

where $\gamma = [\gamma_1 \quad \gamma_2 \quad \gamma_3 \quad \gamma_4]$ is a vector of parameters and $m \geq 0$. In the second specification, which we refer to as $P(-1, 2)$, we further extend the model to account for two leads, as in (13):

$$\pi_t = \delta_0 + \delta_1 \pi_{t-1} + \sum_{i=1}^2 \delta_{i+1} \pi_{t+i} + \sum_{i=0}^m \alpha_i \hat{y}_{t-i} + \gamma V_t + \varepsilon_t, \quad (29)$$

with $\delta_3 \leq 0$, as in (13).

The closed-economy Galí-Gertler hybrid specification (11) with no bank borrowing implies therefore $\delta_1 = \gamma_i = 0, \forall i$ in $P(-1, 1)$, as well as $\delta_3 = 0$ in $P(-1, 2)$. Equation (28) is also consistent with the Fuhrer-Moore model with two-period contracts if $\delta_1 = \delta_2 = 0.5$ and $\gamma_i = 0, \forall i$ (see (17)).

Some early tests of New Keynesian models attempted to take into account both backward- and forward-looking elements in price setting by estimating a restricted equation of the form $\pi_t = \mu \pi_{t-1} + (1-\mu)E_t \pi_{t+1} + \alpha_2 \hat{y}_{t-1} + \varepsilon_t$, where $\mu \in (0, 1)$, $\varepsilon_t$ is an error term, and all other variables are as defined in the text. The relative importance of backward- and forward-looking components in inflation are thus measured by $\mu$ and $1-\mu$, respectively. Chadha, Masson and Meredith (1992), for instance, strongly reject values of 0 and 1 for $\mu$ in their estimates for major industrial countries (excluding the United Kingdom), whereas Fuhrer (1997) cannot reject the assumption $\mu = 1$ for the United States.
The third price equation, which we refer to as \( P(-2, 3) \), is a four-period, Taylor-type equation, as discussed in Fuhrer (1997):

\[
\pi_t = \delta_0 + \sum_{i=1}^{2} \delta_i \pi_{t-i} + \sum_{i=1}^{3} \delta_{i+2} \pi_{t+i} + \sum_{i=0}^{m} \alpha_i \hat{y}_{t-i} + \gamma V_t + \varepsilon_t. \tag{30}
\]

Finally, we also estimate a restricted version of a symmetric price equation, which we refer to as \( P(-4, 4) \), given by

\[
\pi_t = \delta_0 + \delta^L \left( \frac{1}{4} \sum_{i=1}^{4} \pi_{t-i} \right) + \delta^F \left( \frac{1}{4} \sum_{i=1}^{4} \pi_{t+i} \right) + \sum_{i=0}^{m} \alpha_i \hat{y}_{t-i} + \gamma V_t + \varepsilon_t, \tag{31}
\]

with the restriction \( \delta^L + \delta^F = 1 \). This specification, which is in the spirit of Fuhrer (1997, p. 340) and Jondeau and Le Bihan (2005, p. 528), allows one to cope with multicollinearity between lags (or leads) of inflation, while avoiding relying too heavily on restrictions implied by a particular contracting specification.

Note that we used throughout the output gap as a measure of marginal costs. As noted earlier, under some specific assumptions about the production technology, this is totally legitimate—in particular, the output gap can be shown to be proportional to the labor share if the production function is Cobb-Douglas. In addition, as pointed out in several recent studies, including, Roberts (2001), Lawless and Whelan (2007), and Rudd and Whelan (2007), there are a number of limitations associated with the use of the labor share (or unit labor costs) as a proxy for marginal costs. Rudd and Whelan (2007), in particular, have argued that the theoretical case for this approach is quite weak, and that in practice the labor share is not a good measure of real marginal costs and inflationary pressures. Moreover, it can be argued that, for the group of countries that we are focusing on—as is true for developing countries in general—labor share data are probably subject to sizable

\[\text{One reason for that is that unit labor costs capture only a small fraction of production costs in most small open economies. In our approach, although we maintain the assumption that labor costs are linked to the output gap, we also control for changes in the cost of imported intermediate goods.}\]
measurement errors, given that a large fraction of the labor force is employed in the informal economy. Using these data may therefore lead to unreliable inference.

4 Econometric Methodology

The first step in our econometric methodology involves estimating deviations of output, the real exchange rate, nominal wages, oil prices, and the bank lending rate, from their steady-state values. In line with much of the literature, we approximate these deviations by the cyclical component of each variable. To estimate the trend component, we use for all variables a modified version of the “ideal” band pass filter of Baxter and King (1999), as proposed by Christiano and Fitzgerald (2003). The Baxter-King filter is a linear transformation of the data, which leaves intact the components of the data within a specified band of frequencies and eliminates all other components. But this methodology has a limitation: its application requires a large amount of data. Christiano and Fitzgerald (2003) approximate the Baxter-King filter using an optimal linear approximation. Their method can be briefly summarized as follows. Let $y_t$ be the data created by applying the ideal band pass filter to the raw data, $x_t$; $y_t$ is approximated by $\hat{y}_t$, which is a filter of $x_t$. The filter weights are chosen to minimize the mean square error:

$$E \left[ (y_t - \hat{y}_t)^2 | x \right].$$

$\hat{y}_t$ can be computed as

$$\hat{y}_t = B_0 x_t + B_1 x_{t+1} + ... + B_{T-1-t} x_{T-1} + \tilde{B}_{T-t} x_T + B_1 x_{t-1}$$

$$+ ... + B_{t-2} x_2 + B_{t-1} x_1,$$

for $t = 1, 2, 4, ..., T$,

where

$$B_j = \frac{\sin(jb) - \sin(ja)}{\pi j}, \ j \geq 1$$
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$B_0 = \frac{b - a}{\pi}, \quad a = \frac{2\pi}{p_u} \quad b = \frac{2\pi}{p_l},$

and $\tilde{B}_{T-t}$ and $\tilde{B}_{t-1}$ are linear functions of $B_j$'s:

$$\tilde{B}_{T-t} = -\frac{1}{2}B_0 - \sum_{j=1}^{T-t-1} B_j$$

and $\tilde{B}_{t-1}$ solves

$$0 = B_0 + B_1 + ... + B_{T-1-t} + \tilde{B}_{T-t} + ... + B_{t-2} + \tilde{B}_{t-1},$$

with $p_u = 24$ and $p_l = 2$ in our case.\(^{23}\)

The second step in our procedure involves choosing an estimation method. Equations (28) to (31) contain future price expectations; we substitute these expected values by actual future inflation and use a Generalized Method of Moments (GMM) technique for estimation. In order to apply GMM, the moment condition that the parameter set, $\mu$ say, needs to satisfy is

$$E[m(\mu, \pi_t)] = 0,$$

where $\pi$ is the dependent variable (inflation), and $E(\cdot)$ stands for the estimated value.

The GMM estimator is obtained by minimizing the following equation, which is defined as the distance between $m(\cdot)$ and 0:

$$\min_{\mu} \sum_t m(\mu, \pi_t, X_t, Z_t)^\top \hat{\Omega}^{-1} m(\mu, \pi_t, X_t, Z_t), \quad (32)$$

where $X$ is the set of independent variables and $Z$ the instrumental variables. $\hat{\Omega}$ is the weighting matrix. Here we use the lagged values of $X$ as instrumental variables.

\(^{23}\)An alternative approach would be to use the HP filter. However, as noted by Rudd and Whelan (2007), it is not valid to use an HP filtered series as an instrument for GMM estimation (as we do here) because the filter employs future information in computing the estimated trend. The modified Baxter-King filter, by contrast, is a one-sided filter.
variables.\(^{24}\) The moment condition is written as an orthogonality condition between the residuals of the regression equation, \(u\), and \(Z\):

\[
m(\mu, \pi_t, X_t, Z_t) = Z' u(\mu, \pi_t, X_t).
\]

The parameter vector \(\mu\) is estimated with the two-stage GMM method. In the first step, the covariance matrix \(\hat{\Omega}^{(1)}\) is calculated as \(T^{-1} \sum_{t=1}^{T} Z_t Z_t'\). Then a first estimate of \(\mu^{(1)}\) is obtained using \(\hat{\Omega}^{(1)}\) in equation (32). In the second step, the covariance matrix is recalculated with \(u_t = y_t - X_t' \mu^{(1)}\). Then the two-stage GMM estimator \(\mu^{(2)}\) is obtained again from equation (32).

We also prewhiten the sample moments \(m(\cdot)\) in prior to GMM estimation. To accomplish this, we first fit a VAR(1) to the sample moments such as \(m(\cdot)_t = \Psi. m(\cdot)_{t-1} + \nu_t\). Then the covariance matrix is \(\hat{\Omega}\) is estimated as \(\hat{\Omega} = (I - \Psi)^{-1} \hat{\Omega}^* (I - \Psi)^{-1}\) where \(\hat{\Omega}^*\) is defined below.

The weighting matrix \(\hat{\Omega}^*\) is estimated as the heteroskedasticity and autocorrelation consistent covariance matrix:

\[
\hat{\Omega}^* = \hat{\Gamma}(0) + \left\{ \sum_{j=1}^{T-1} k(i, q) \left[ \hat{\Gamma}(i) - \hat{\Gamma}'(i) \right] \right\},
\]

where

\[
\hat{\Gamma}(i) = \frac{1}{T - k} \left\{ \sum_{t=i+1}^{T} Z_{t-i} u_t u_{t-i}' Z_t \right\},
\]

and \(k\) is the number of coefficients, \(q\) the bandwidth, and \(k(\cdot)\) the Kernel function, which is included to ensure that \(\hat{\Omega}^*\) is a positive semi-definite. We use the Bartlett Kernel, defined as

\[
k(i, q) = \begin{cases} 
1 - i/q & 0 \leq i \leq q \\
0 & \text{otherwise}
\end{cases}.
\]

\(^{24}\)In line with the literature and the overidentification test results discussed later, the instrumental variables are four lags (from \(t - 1\) to \(t - 4\)) of inflation, output gap, and the cyclical components of the real exchange rate, the interest rate, the oil price, and the difference in oil prices and the wage rate.
The bandwidth is the Newey-West fixed bandwidth, based on the number of observations:

\[ q = \text{integer}[4(T/100)^{2/9}], \]

which varies between 3 and 4, depending on the sample size for each country.

Note that in specifications (28) to (30), the restriction that the sum of all lead and lag coefficients is equal to one can be tested, rather than imposed, as in (31). For instance, with (30), it requires testing whether \( \sum_{i=1}^{5} \delta_i = 1 \).

Finally, note that specification \( P(-2,3) \) nests \( P(-1,1) \), with the restrictions \( \delta_2 = \delta_4 = \delta_5 = 0 \), as well as \( P(-1,2) \), with the restrictions \( \delta_2 = \delta_4 = 0 \), as long as the set of variables in \( V_t \) is the same across regressions. However, a comparison between \( P(-2,3) \) and the other two specifications if \( V_t \) changes across regressions, or between \( P(-4,4) \) and any other specification, requires a non-nested test.

5 Estimation Results

The output gap, \( \hat{y}_t \), is calculated as the log difference of the actual output level and its trend component. The number of lags for \( \hat{y}_t \) is set at 4. The cyclical component of the real effective exchange rate, \( \hat{z}_t \), is defined as the log difference of the real exchange rate index and its trend components. A positive value of \( \hat{z}_t \) indicates that the real exchange rate is depreciating. Similarly, the difference between the actual lending rate and its trend, \( \hat{R}_t \), the log difference between world oil price and its trend, \( \hat{p}_t^l \), and the gap between the log difference of actual oil price and its trend and the log difference of actual wage and its trend, \( \hat{p}_t^l - \hat{w}_t \), are also included in the regression equations. As noted earlier, the last variable is included to account for possible substitution between externally-produced inputs and domestic labor.
5.1 Alternative Specifications

We estimate the reduced-form equations (28) to (31) using quarterly data for eight middle-income developing countries: Chile, Colombia, Korea, Malaysia, Mexico, Morocco, Tunisia, and Turkey. Preliminary testing showed that some of the variables in \( V_t \) had coefficients with a wrong sign; they were therefore excluded in the final regression results, which are presented in Table 1.

The results show that the lagged and lead inflation rate variables are highly statistically significant and have overall a positive effect on the current inflation in all countries. In addition, for the first three specifications, the coefficient of the lagged inflation rate (or the sum of lagged coefficients) is larger than the coefficient of the lead inflation rate (or the sum of lead coefficients) in almost all of them, indicating that backward-looking behavior is a more important component in explaining inflation dynamics. Exceptions are Colombia and Korea. For Chile, our results for \( P(-1,1) \) differ therefore from those of Céspedes, Ochoa, and Soto (2005), who estimated a coefficient for the backward-looking component of about 0.4, but they are close to those of Coble (2007), who found a value close to 0.6. The highest coefficients for lagged inflation pertain to Mexico, Morocco, and Turkey. By contrast, with the restricted specification \( P(-4,4) \), the results change for some countries. For instance, for Mexico and Turkey, the coefficient of the sum of lagged inflation rates is lower than the one for the sum of lead inflation rates, indicating more evidence of forward-looking behavior. We address this issue later on, by performing nested and non-nested tests.

Table 1 also reports the sum of the estimated coefficients of the output.

---

25 See the Appendix for data sources and results of unit root tests. We chose not to report “structural” estimates because of the difficulty of choosing which parameters to estimate, and which parameters to impose, with such a diverse group of countries.

26 Because the data are quarterly, seasonal effects are captured by including seasonal dummies, in all regression equations. To save space, the coefficients of these variables are not reported.
gap. The coefficient has the expected positive sign for each country, except Malaysia. In addition, the output gap is highly significant in determining the inflation rate is Colombia and Korea—the same two countries for which inflation appears to be more forward-looking. The cyclical component of the real exchange rate has a correct sign for all countries except Colombia, Mexico, and Morocco. The statistical significance of this variable is relatively higher in Korea and Turkey. Similarly the coefficient of the current cyclical component of the lending rate has the expected positive sign for almost all countries with the exception of Turkey, and Morocco, and Tunisia for some regression specifications. The significance level of this variable is high in Korea and Mexico, indicating that the cost channel is particularly effective in these countries. For Chile, the estimated coefficient is borderline significant and relatively small in \( P(-1,2) \) and \( P(-2,3) \), consistent with the single equation results in Coble (2007, Table 2).

Compared to other variables in the \( V_t \) set, neither \( \hat{p}_t^l \) nor \( \hat{p}_t^l - \hat{w}_t \) is very successful in explaining inflation. They have a wrong sign for most countries, and even when they have the expected positive sign, the statistical significance is low. While the coefficient of \( \hat{p}_t^l \) is statistically significant only for Chile in two specifications, the coefficient of \( \hat{p}_t^l - \hat{w}_t \) is statistically significant with a correct sign only for Chile and Turkey. These results are consistent with the recent evidence showing a low pass-through of world oil prices to inflation (see De Gregorio et al. (2007)) and a high degree of indexation of nominal wages. However, these conclusions should be tempered by the fact that the best way of measuring the effect of oil prices on inflation would be to use a retail oil price index, given that in many countries prices “at the pump” are either controlled or heavily subsidized and therefore do not reflect the volatility observed on international markets. But unfortunately, this series was available only for Morocco. Thus, data limitations may partially explain the failure of the oil price variable, and the relative input price, in explaining inflation in our sample of countries. It is worth noting, however,
that even in the case of Morocco, changes in oil prices are not significant; it is therefore not clear that using retail prices would improve the results much in the other cases. Moreover, subsidies and price controls tend to be imposed at the retail level, not at the wholesale (or supply side) level, which is the effect that our estimation results tend to capture. It is reasonable to expect wholesale prices to be more closely correlated with world prices.

The other result that can be seen in Table 1 is that at least two of the variables given in $V_t$ enter the specifications with the expected positive sign. Morocco is the only exception. For this country, we see only the lending rate in estimation results for $P(-2, 3)$ and $P(-4, 4)$.

We performed two tests for our set of instrumental variables: the first for overidentification and the second for potential weakness of these variables—that is, the possibility that the selected instruments are only weakly correlated with the included endogenous variables, implying that standard GMM point estimates, hypothesis tests, and confidence intervals are unreliable (see Stock, Wright, and Yogo (2002) and Mavroeidis (2005)). Because the number of instrumental variables is larger than the number of independent variables in our regressions, we run the $J$ test to check for a possible overidentification problem. In this test, the null hypothesis indicates that the overidentifying restrictions hold. The test results are given in Table 1. For each country and specification, we fail to reject the null hypothesis.

Table 1 also reports weak instrument test results for each country. It is the first-stage $F$ statistics advocated by Stock and Yogo (2005). The test is based on the first-stage regression of instrumental variables on endogenous variables which are the lead inflation in our specifications. Then the $F$ statistic is calculated for the collective rejection of the estimated coefficients of instrumental variables in the first-stage regression. Thus, the null hypothesis is that instruments are weak. In the table, we present this $F$ statistic which converges to the “first-stage $F$ statistics” plus one when the number of observations is large enough. There are specific critical values for this test, as
reported in Table 1 of Stock and Yogo (2005). When we compare our test results with the critical values, we infer that the null hypothesis of weak instruments is rejected for each country when the desired maximal bias of the instrumental variable estimator relative to ordinary least square is taken as 0.20, given that 28 instrumental variables are included in our specifications.

In all of these regression equations, except specification (31), we do not restrict the sum of the estimated coefficients for past and future inflation to be equal to unity. For specification (31), we test for the validity of the null hypothesis that the sum of the estimated coefficients of past and future inflation is unity, in order to ensure that no long-run trade-off exists between inflation and other variables. Specifically, we use a Wald test. The results, which are also reported in Table 1, indicate that the null hypothesis is accepted for all countries.

### 5.2 Nested and Non-Nested Tests

In order to decide on which price formation equation is most suitable for each country, we run nested or non-nested tests, depending on specifications. Note that specification $P(-2,3)$ nests $P(-1,1)$, with the restrictions $\delta_2 = \delta_4 = \delta_5 = 0$, as well as $P(-1,2)$, with the restrictions $\delta_2 = \delta_4 = 0$, as long as the set of variables in $V_t$ is the same across regressions. When we check the regression results in Table 1, we can see that $P(-2,3)$ nests $P(-1,1)$ as well as $P(-1,2)$, and $P(-1,2)$ nests $P(-1,1)$ for all countries except Chile and Mexico. For these two countries, $P(-2,3)$ nests $P(-1,2)$, but not $P(-1,1)$; $P(-1,2)$ does not nest $P(-1,1)$ either.

The results for the nested tests is given in the second panel of Table 2. The first null hypothesis $H_0$: $\delta_2 = \delta_4 = \delta_5 = 0$ tests whether we can reject specification $P(-2,3)$ against $P(-1,1)$. If we reject $H_0$, it indicates that specification $P(-2,3)$ is better specified. The second null hypothesis $H_0$: $\delta_2 = \delta_4 = 0$ tests whether we can reject specification $P(-2,3)$ against $P(-1,2)$, so that rejection of $H_0$ implies that $P(-2,3)$ is better specified. In
the last nested test, the null hypothesis is taken as \( H_0: \delta_4 = 0 \). Here we test specification \( P(-1, 2) \) against \( P(-1, 1) \), where rejection of \( H_0 \) indicates that \( P(-1, 2) \) is better specification.

A comparison between \( P(-2, 3) \) and the other two specifications, if \( V_t \) is not the same across regressions, or between \( P(-4, 4) \) and any other specification, requires a non-nested test. We use for this purpose Davidson and McKinnon’s non-nested J-test, despite its well-known weaknesses in small samples (see Gourieroux and Monfort (1994)). The results are given in the first panel of Table 2. The specifications given in the null hypothesis are the ones that we are testing against other specifications given in the alternative hypotheses. For instance, when \( H_0: P(-1, 1) \) and \( H_a: P(-1, 2) \), we test whether \( P(-1, 1) \) is well specified against \( P(-1, 2) \). If \( P(-1, 1) \) is well specified, the estimated coefficient of the fitted value of specification \( P(-1, 2) \) should be equal to zero when that value is plugged into \( P(-1, 1) \) as an independent variable. The other hypotheses are defined in a similar way. In the table, we report the t-statistic and p-value of the estimated coefficient of the fitted value of the alternative specification in the null hypothesis model.

The results for Chile indicate that the correct specification is \( P(-4, 4) \). While the nested test shows that we fail to reject \( P(-2, 3) \) against \( P(-1, 2) \), the non-nested test results suggest that the fitted values of all other specifications enter \( P(-4, 4) \) insignificantly. For Colombia, Korea, Malaysia, and Turkey \( P(-2, 3) \) is the best specification. For all these countries, \( P(-4, 4) \) fails because the fitted values of all other specifications enter with a statistically significant coefficient, and according to the nested test results we fail to reject \( P(-2, 3) \) against \( P(-1, 1) \) and \( P(-1, 2) \). For Mexico, the results show that both \( P(-2, 3) \) and \( P(-4, 4) \) may be a correct specification. But we accept \( P(-2, 3) \) because it is superior to \( P(-1, 2) \) according to the results of the nested tests, and the fitted value of \( P(-4, 4) \) is less significant when plugged in \( P(-2, 3) \). Similarly, for Morocco, the test results show that \( P(-2, 3) \) is not very different from \( P(-4, 4) \). But we accept \( P(-4, 4) \), given
that the significance level of the fitted value of $P(-2, 3)$ is lower in $P(-4, 4)$. Tunisia is another country with two possible specifications: $P(-4, 4)$ and $P(-1, 2)$. Similar to the other two countries with two possible specifications, we accept $P(-4, 4)$ based on the significance level of the fitted values in the non-nested tests.

Overall, the results indicate that $P(-1, 1)$ and $P(-1, 2)$ are rejected for each country. They suggest that we need longer lagged and lead values of inflation to better specify inflation equations for the set of developing countries that we investigate in the paper.

### 5.3 In-Sample Predictive Capacity

In this section we compare actual and predicted inflation based on the best specification given in Table 2. This comparison helps us to better assess the goodness of fit of chosen specifications. Figure 2 shows the results. Overall, the estimated models seem to perform quite well. For Korea, Malaysia, Mexico, and Turkey, predicted values follow actual values fairly closely and the turning points (or inflation hikes) corresponding to various crises—the oil shock of the early 1980s and the Asia crisis in late 1997-98 for Korea and Malaysia; the debt crisis of the early 1980s, the stabilization program of the late 1980s, and the currency crisis in late 1994 for Mexico; and the early 1994 and 2001 currency crises in Turkey—are predicted well. Results are less impressive for Tunisia and Morocco; in both countries, however, inflation is strongly affected by the behavior of food prices, which depend on weather conditions.

### 5.4 Structural Stability

To further evaluate the performance of the best specifications reported in Table 2, we perform within-sample parameter stability tests. This is important because for instance the coefficient of the output gap, may itself depend on the expected inflation rate (Ball, Mankiw, and Romer (1988)).
More generally, the countries considered in our sample have undergone significant structural adjustment (including greater trade openness) during the estimation period, and this may have affected the inflation process.

To test for a structural breakpoint in the sample, we run the Quandt-Andrews test (see Andrews (1993) and Andrews and Ploberger (1994)). Essentially, the Quandt-Andrews test is based on a single Chow breakpoint test and is performed at every observation between two dates. The test statistics from those Chow tests are then summarized into a single test statistic for a test against the null hypothesis of no breakpoints between two dates. This test checks whether there is a structural change in all of the original equation parameters. For each individual Chow breakpoint test, we retain the Wald F-statistic, which is based on a standard Wald test of the restriction that the coefficients in the equation are the same in all subsamples.

Table 3 reports the maximum value of the individual Chow F-statistics, its p-value and corresponding period.27 Because the distribution of this test statistics is non-standard, we use approximate asymptotic p-values provided by the Hansen p-values (see Hansen (1997)). Note that the distribution of the statistic becomes degenerate as the first period tested approaches the beginning of the equation sample, or the end period approaches the end of the equation sample; to compensate for this behavior, we trimmed 25 percent of the ends of the equation sample, where we excluded the first and last 12.5 percent of the observations. The results in Table 3 show that we fail to reject the null hypothesis for each country where the null hypothesis is no structural breakpoints available. Interestingly enough, the results can be traced to particular events in some cases; in Mexico, for instance, the break occurs right after the announcement of the Pact for Economic Solidarity in December 1987, a “heterodox” stabilization program that involved fixing the exchange rate and a temporary freeze on wages, public sector prices, and the

---

27 We cannot run this test for Tunisia and Malaysia, because we use a dummy variable for the wage series.
prices of commodities in a basket of basic goods and services (see Agénor and Montiel (2008, Chapter 11)). For Turkey, the break occurred concurrently with the currency crisis of January 1994.

To check the stability of estimated coefficients or changes in these coefficients over time, the “preferred” equations from Table 2 could also be estimated using rolling regressions. Because this procedure is somewhat cumbersome in the present case, we illustrate its application by focusing on one country, Turkey. In addition, we concentrate on one parameter—the forward-looking component of inflation, that is, the sum of the lead coefficients of inflation in $P(-2,3)$ specification. The starting point is the estimated coefficient of the sum of lead inflation between 1982:Q1 up to 1999:Q4 and the following coefficients are obtained by adding one quarter at a time and reestimating, up to 2006:Q2. The choice of Turkey and the focus on the most recent period are not innocuous; as noted earlier, Turkey went through a major financial crisis in 2001 (see Yilmaz and Boratav (2003)). It then adopted (in May of that year) an inflation stabilization program with announced inflation targets, and eventually a formal inflation targeting regime in early 2006. If the program generated quick success, the forward-looking component of inflation should have increased.

Figure 3 presents the results, with a 2-standard-error band. The value of the forward-looking coefficient increases up to 0.4 from 0.3 until 2001:Q2. After that, it starts dropping and stays stable at 0.3. Overall the coefficient looks stable. There is therefore no evidence of an “early credibility gain” associated with inflation stabilization.

6 Concluding Remarks

This paper provided empirical estimates of contracting models of the Phillips curve for eight middle-income developing economies—Chile, Colombia, Korea, Malaysia, Mexico, Morocco, Tunisia, and Turkey. The first part re-
viewed a variety of models, with a particular focus on the cost channel and open-economy considerations. The second part presented the econometric methodology (based on two-step GMM techniques) and the third reduced-form estimation results for several alternative specifications. We also presented results of nested and non-nested tests for choosing among these specifications, as well as in sample-predictive capacity and parameter stability tests. We found that, in general, parsimonious models with one lead and one lag of inflation are rejected for higher-dimension models. Except for Colombia and Korea, backward-looking behavior is a more important component in explaining inflation. Moreover, in contrast to some studies, we do not find that the weight of the forward-looking component in a model with several lags and leads falls significantly when compared to the specification with a single lag and lead. World oil prices and relative input prices appear to have a limited effect on inflation, whereas bank borrowing costs are particularly significant for some countries (Korea and Mexico).

The analysis in this paper can be extended in various directions. In particular, evidence for industrial countries suggests that the inflation process may be asymmetric, in that excess demand tends to have a larger effect on inflation than an equivalent degree of excess supply. Contributions include Chadha, Masson and Meredith (1992), Laxton, Meredith, and Rose (1995), Dupasquier and Ricketts (1998), and more recently Clark et al. (2001) and Dolado et al. (2005). Changes in prices of imported goods, as well as changes in interest rates, may also have an asymmetric effect on inflation. Although some preliminary work on nonlinearities in the Phillips curve has been done for developing countries (see Agénor (2002)), the scope for further research for these countries is significant.
Appendix

Data Sources and Unit Root Tests


- $\pi_t$ is the annual log difference in the consumer price index. Source: International Monetary Fund (IMF).
- $\hat{y}_t$ is the log difference of output to the trend component of output, where output is the real industrial production index for all countries except for Morroco for which real GDP series are used. The trend component is calculated using a generalized version of the Baxter-King filter, as explained in the text. Source: IMF for all countries except Morocco, for which the source is Bank al Maghrib.
- $\hat{z}_t$ is the log difference of the real exchange rate to the trend component of the real exchange rate. A rise is a depreciation. The trend component is calculated using a generalized version of the Baxter-King filter. Source: IMF.
- $\hat{R}_t$ is the difference of interest rate to the trend component of the interest rate, where the interest rate is the lending rate for Chile and Korea, the deposit rate for Turkey, Mexico, and Malaysia, the discount rate for Colombia, and the money market rate for Morocco and Tunisia. The trend component is calculated using a generalized version of the Baxter-King filter. Source: IMF for all countries except Morocco, for which the source is Bank al-Maghrib.
- $\hat{p}_t^d$ is the log difference of the oil price index to the trend component of the oil price index, where the oil price index is 3-spot index for all countries except Morocco for which the domestic oil price index is used. The trend component is calculated using a generalized version of the Baxter-King filtering method. Source: IMF for all countries except Morocco, for which the source is Bank al-Maghrib.
\( \hat{p}_t - \hat{w}_t \) is the log difference of the nominal wage index to the trend component of the wage index. The trend component is calculated using a generalized version of the Baxter-King filter. Source: IMF for all countries except for Morocco (Bank al-Maghrib), Turkey (Central Bank of Turkey), Malaysia (Bank Negara), Colombia (ILO Database), and Tunisia (Central Bank of Tunisia).

Each series used in the regressions is tested for stationarity. Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) unit root tests are employed. The null hypothesis is that a unit root exists and the alternative hypothesis is that the series is trend stationary. Results of these tests are reported in Table A1.

In general, both test statistics give similar results. The presence of a unit root is rejected for almost all series, with most series being stationary at a 1 percent significance level. Only Colombia and Turkey appear to have a unit root problem for inflation. However, given the relatively short size of the sample, and to maintain comparability with other countries, estimation was also performed in the levels of inflation for both countries.
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Figure 1 - Measures of Inflation Persistence

Source: For developed countries Wang and Wen (2007) and for developing countries authors’ calculation. 
Note: The degree of persistence is measured by the first-order autoregressive coefficient in the AR(1) model of inflation, and the sum of the first- and second-order autoregressive coefficients in the AR(2) model.
Figure 3
Turkey: Recursive Test for lead inflation
Table 1 - Estimation Results

<table>
<thead>
<tr>
<th></th>
<th>Chile</th>
<th>Colombia</th>
<th>Korea</th>
<th>Malaysia</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PC(-1,1)</td>
<td>PC(-1,2)</td>
<td>PC(-1,1)</td>
<td>PC(-1,1)</td>
</tr>
<tr>
<td>(\pi_t)</td>
<td>0.598</td>
<td>0.586</td>
<td>0.421</td>
<td>0.470</td>
</tr>
<tr>
<td>(9.98)</td>
<td>(11.363)</td>
<td>(2.191)</td>
<td>(12.056)</td>
<td>(12.611)</td>
</tr>
<tr>
<td>(\pi_{t-1})</td>
<td>0.513</td>
<td>-0.129</td>
<td>0.257</td>
<td>-0.141</td>
</tr>
<tr>
<td>(0.917)</td>
<td>(-1.448)</td>
<td>(2.251)</td>
<td>(-2.468)</td>
<td></td>
</tr>
<tr>
<td>(\pi_{t-2})</td>
<td>0.397</td>
<td>0.532</td>
<td>0.515</td>
<td>0.570</td>
</tr>
<tr>
<td>(6.343)</td>
<td>(5.746)</td>
<td>(4.295)</td>
<td>(5.585)</td>
<td>(5.876)</td>
</tr>
<tr>
<td>(\pi_{t-3})</td>
<td>-0.129</td>
<td>0.074</td>
<td>0.031</td>
<td>-0.062</td>
</tr>
<tr>
<td>(-1.955)</td>
<td>(0.315)</td>
<td>(-0.875)</td>
<td>(0.716)</td>
<td>(-1.525)</td>
</tr>
<tr>
<td>(\pi_{t-4})</td>
<td>-0.154</td>
<td>0.219</td>
<td>-0.343</td>
<td>0.086</td>
</tr>
<tr>
<td>(-0.965)</td>
<td>(1.08)</td>
<td>(-1.432)</td>
<td>(1.257)</td>
<td></td>
</tr>
<tr>
<td>(\Sigma\pi_t)</td>
<td>0.552</td>
<td>0.331</td>
<td>0.490</td>
<td>0.374</td>
</tr>
<tr>
<td>(7.231)</td>
<td>(4.598)</td>
<td>(5.14)</td>
<td>(6.469)</td>
<td>(7.603)</td>
</tr>
<tr>
<td>(\Sigma\pi_{t+1})</td>
<td>0.404</td>
<td>0.435</td>
<td>0.669</td>
<td>0.374</td>
</tr>
<tr>
<td>(7.635)</td>
<td>(5.762)</td>
<td>(4.598)</td>
<td>(5.14)</td>
<td>(6.469)</td>
</tr>
<tr>
<td>(\Sigma\pi_{t-i})</td>
<td>0.087</td>
<td>0.063</td>
<td>0.070</td>
<td>0.020</td>
</tr>
<tr>
<td>(1.144)</td>
<td>(0.863)</td>
<td>(1.041)</td>
<td>(1.888)</td>
<td>(2.446)</td>
</tr>
<tr>
<td>(\hat{\zeta}_i)</td>
<td>0.082</td>
<td>0.055</td>
<td>0.069</td>
<td>0.024</td>
</tr>
<tr>
<td>(1.306)</td>
<td>(0.845)</td>
<td>(1.068)</td>
<td>(1.375)</td>
<td>(1.322)</td>
</tr>
<tr>
<td>(\hat{\rho}_i)</td>
<td>0.051</td>
<td>0.075</td>
<td>0.071</td>
<td>0.032</td>
</tr>
<tr>
<td>(1.077)</td>
<td>(1.601)</td>
<td>(1.633)</td>
<td>(1.081)</td>
<td>(1.014)</td>
</tr>
<tr>
<td>(\hat{\eta}_i)</td>
<td>0.012</td>
<td>0.073</td>
<td>0.010</td>
<td>0.010</td>
</tr>
<tr>
<td>(2.021)</td>
<td>(3.105)</td>
<td>(1.986)</td>
<td>(1.084)</td>
<td>(0.961)</td>
</tr>
<tr>
<td>(\hat{\rho}_i - \hat{\omega}_i)</td>
<td>0.008</td>
<td>0.007</td>
<td>0.008</td>
<td>0.002</td>
</tr>
<tr>
<td>(0.85)</td>
<td>(0.777)</td>
<td>(0.698)</td>
<td>(0.012)</td>
<td></td>
</tr>
<tr>
<td>Adj-R2</td>
<td>0.974</td>
<td>0.973</td>
<td>0.973</td>
<td>0.978</td>
</tr>
<tr>
<td>No of obs</td>
<td>105</td>
<td>105</td>
<td>105</td>
<td>105</td>
</tr>
<tr>
<td>J-test</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Test for weak IV</td>
<td>51.116</td>
<td>51.116</td>
<td>51.116</td>
<td>51.116</td>
</tr>
<tr>
<td>F-test for restriction</td>
<td>0.004</td>
<td>1.108</td>
<td>0.781</td>
<td>1.678</td>
</tr>
</tbody>
</table>

Note: The estimation method is the two-stage GMM. Instruments are inflation (\(\pi_t\)), cyclical components of output (\(\hat{\zeta}_i\)), interest rate (\(\hat{\eta}_i\)), real effective exchange rate (\(\hat{\rho}_i\)), oil price (\(\hat{\rho}_i\)), and the difference between oil prices and wages (\(\hat{\rho}_i - \hat{\omega}_i\)), all from t-1 to t-4. t-statistics are given in parenthesis. P(-1,1), P(-1,2), P(-2,3) and P(-4,4) are different equation specifications as explained in the text. \(\Sigma\pi_t\) stands for the sum of lagged inflation coefficients for i = 1 to 3 for P(-2,3). \(\Sigma\pi_{t+1}\) stands for the sum of lead inflation coefficients for i = 1 to 2 for P(-1,2), and for i = 1 to 3 for P(-1,2). \(\Sigma\pi_{t-i}\) stands for sum of coefficients for output gap for i = 0 to 4. (it continues ... )
Table 1 (continued) - Estimation Results

<table>
<thead>
<tr>
<th></th>
<th>Mexico</th>
<th>Morocco</th>
<th>Tunisia</th>
<th>Turkey</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PC(-1,1)</td>
<td>PC(-1,2)</td>
<td>PC(-2,3)</td>
<td>PC(-4,4)</td>
</tr>
<tr>
<td>( \pi_{t-1} )</td>
<td>0.075</td>
<td>0.694</td>
<td>0.806</td>
<td>(10.441)</td>
</tr>
<tr>
<td></td>
<td>(6.367)</td>
<td>(8.239)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \pi_{t-2} )</td>
<td>-0.205</td>
<td>0.922</td>
<td>(5.776)</td>
<td>(7.324)</td>
</tr>
<tr>
<td></td>
<td>(6.57)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \pi_{t+1} )</td>
<td>0.433</td>
<td>0.661</td>
<td>0.657</td>
<td>(2.934)</td>
</tr>
<tr>
<td></td>
<td>(5.145)</td>
<td>(10.917)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \pi_{t+2} )</td>
<td>0.085</td>
<td>0.867</td>
<td>0.280</td>
<td>(2.023)</td>
</tr>
<tr>
<td></td>
<td>(1.155)</td>
<td>(1.912)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \pi_{t+3} )</td>
<td>0.080</td>
<td>0.087</td>
<td>0.667</td>
<td>(2.045)</td>
</tr>
<tr>
<td></td>
<td>(1.216)</td>
<td>(5.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Sigma \pi_{t-i} )</td>
<td>0.506</td>
<td>0.304</td>
<td>0.362</td>
<td>(2.144)</td>
</tr>
<tr>
<td></td>
<td>(1.744)</td>
<td>(3.422)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Sigma \hat{j}_{t-i} )</td>
<td>0.127</td>
<td>0.150</td>
<td>0.179</td>
<td>(1.632)</td>
</tr>
<tr>
<td></td>
<td>(0.912)</td>
<td>(0.379)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{j}_{t} )</td>
<td>0.133</td>
<td>0.081</td>
<td>0.194</td>
<td>(2.513)</td>
</tr>
<tr>
<td></td>
<td>(0.211)</td>
<td>(2.024)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{p}_{t-1} )</td>
<td>0.003</td>
<td>0.000</td>
<td>0.001</td>
<td>(0.27)</td>
</tr>
<tr>
<td></td>
<td>(0.402)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{p}_{t-2} )</td>
<td>0.007</td>
<td>0.007</td>
<td>0.008</td>
<td>(0.755)</td>
</tr>
<tr>
<td></td>
<td>(0.035)</td>
<td>(0.333)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{p}<em>{t} - \hat{\eta}</em>{t} )</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>(1.475)</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.330)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adj-R2</td>
<td>0.994</td>
<td>0.995</td>
<td>0.996</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>0.996</td>
<td>0.934</td>
<td>0.863</td>
<td>0.863</td>
</tr>
<tr>
<td>No of obs</td>
<td>105</td>
<td>104</td>
<td>103</td>
<td>102</td>
</tr>
</tbody>
</table>

Note (continued): In the regressions, no restriction used except in P(-4,4). In this specification, it is assumed that lagged inflation as well as lead inflation have common coefficients and the sum of these coefficients is one. F-test for restriction is given in the last row of the table where \( H_0: \hat{\delta} + \hat{\delta} = 1 \) in P(-4,4) specification. All test result indicates that we fail to reject \( H_0 \). J-test is for overidentification problem where \( H_0 \) there is no overidentification problem. We fail to reject in each case. F-test for weak instrumental variables (test for weak IV) is also reported, where \( H_0 \); instruments are weak. We reject weakness for each country given critical values reported by Stock and Yogo (2004) in Table 1 of their paper when the desired maximal bias of the IV estimator relative to OLS is taken as 0.20. Note that the test result is the same for each country since the set of instrumental variables used is the same for each specification.
### Table 2 - Nested and Non-nested Specification Tests

<table>
<thead>
<tr>
<th>Non-nested Test</th>
<th>H₀: P(-1,1)</th>
<th>H₀: P(-1,2)</th>
<th>H₀: P(-2,3)</th>
<th>H₀: P(-4,4)</th>
<th>Best specification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H₀: P(-1,2)</td>
<td>H₀: P(-2,3)</td>
<td>H₀: P(-4,4)</td>
<td>H₀: P(-1,2)</td>
<td>H₀: P(-2,3)</td>
</tr>
<tr>
<td>Chile</td>
<td>1.855</td>
<td>2.300</td>
<td>-2.106</td>
<td>0.067</td>
<td>2.024</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Colombia</td>
<td>...</td>
<td>-0.857</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Korea</td>
<td>...</td>
<td>1.045</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Malaysia</td>
<td>...</td>
<td>-2.790</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Mexico</td>
<td>2.734</td>
<td>7.182</td>
<td>-4.062</td>
<td>0.008</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Morocco</td>
<td>...</td>
<td>-1.042</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Tunisia</td>
<td>...</td>
<td>-3.259</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Turkey</td>
<td>...</td>
<td>-0.635</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nested Test</th>
<th>H₀: δ2=δ4=δ5=0 in P(-2,3)</th>
<th>H₀: δ2=δ5=0 in P(-2,3)</th>
<th>H₀: δ4=0 in P(-1,2)</th>
</tr>
</thead>
</table>
| Chile           | ... 9.241 (reject Ho) ...  | ... 0.000 ... ... ... ... | ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ......
Table 3
Stability Test: Quandt-Andrews Unknown Breakpoint Test

<table>
<thead>
<tr>
<th>Country</th>
<th>Maximum Wald F-statistics</th>
<th>P-value</th>
<th>Breakpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chile</td>
<td>5.905</td>
<td>1.000</td>
<td>1987 Q1</td>
</tr>
<tr>
<td>Colombia</td>
<td>1.680</td>
<td>1.000</td>
<td>1997 Q1</td>
</tr>
<tr>
<td>Korea</td>
<td>4.361</td>
<td>1.000</td>
<td>1988 Q4</td>
</tr>
<tr>
<td>Mexico</td>
<td>1.793</td>
<td>1.000</td>
<td>1988 Q1</td>
</tr>
<tr>
<td>Morocco</td>
<td>1.730</td>
<td>1.000</td>
<td>1993 Q1</td>
</tr>
<tr>
<td>Turkey</td>
<td>1.281</td>
<td>1.000</td>
<td>1994 Q1</td>
</tr>
</tbody>
</table>

Note: The Hansen's p-values are used in the table (Hansen, 1997).
<table>
<thead>
<tr>
<th>Country</th>
<th>Variable</th>
<th>ADF test</th>
<th>PP test</th>
<th>Country</th>
<th>Variable</th>
<th>ADF test</th>
<th>PP test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>k</td>
<td>test statistic</td>
<td></td>
<td></td>
<td>k</td>
<td>test statistic</td>
</tr>
<tr>
<td>Chile</td>
<td>$\hat{\pi}$</td>
<td>2</td>
<td>-2.87*</td>
<td>-1.58</td>
<td>Mexico</td>
<td>$\hat{\pi}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$\hat{y}$</td>
<td>0</td>
<td>-9.68***</td>
<td>-9.58***</td>
<td></td>
<td>$\hat{y}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{z}$</td>
<td>0</td>
<td>-4.92***</td>
<td>-4.55***</td>
<td></td>
<td>$\hat{z}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{R}$</td>
<td>0</td>
<td>-8.20***</td>
<td>-8.21***</td>
<td></td>
<td>$\hat{R}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_t'$</td>
<td>0</td>
<td>-4.44***</td>
<td>-4.66***</td>
<td></td>
<td>$\hat{p}_t'$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_t' - \hat{\nu}_t$</td>
<td>0</td>
<td>-4.20***</td>
<td>-4.52***</td>
<td></td>
<td>$\hat{p}_t' - \hat{\nu}_t$</td>
<td>0</td>
</tr>
<tr>
<td>Colombia</td>
<td>$\hat{\pi}$</td>
<td>3</td>
<td>-2.28</td>
<td>-0.49</td>
<td>Morocco</td>
<td>$\hat{\pi}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$\hat{y}$</td>
<td>0</td>
<td>-9.42***</td>
<td>-10.33***</td>
<td></td>
<td>$\hat{y}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{z}$</td>
<td>0</td>
<td>-4.60***</td>
<td>-4.42***</td>
<td></td>
<td>$\hat{z}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{R}$</td>
<td>0</td>
<td>-4.54***</td>
<td>-3.91***</td>
<td></td>
<td>$\hat{R}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_t'$</td>
<td>0</td>
<td>-4.44***</td>
<td>-4.66***</td>
<td></td>
<td>$\hat{p}_t'$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_t' - \hat{\nu}_t$</td>
<td>0</td>
<td>-4.03***</td>
<td>-4.19***</td>
<td></td>
<td>$\hat{p}_t' - \hat{\nu}_t$</td>
<td>0</td>
</tr>
<tr>
<td>Korea</td>
<td>$\hat{\pi}$</td>
<td>3</td>
<td>-4.34***</td>
<td>-2.17</td>
<td>Tunisia</td>
<td>$\hat{\pi}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$\hat{y}$</td>
<td>0</td>
<td>-3.78***</td>
<td>-3.79***</td>
<td></td>
<td>$\hat{y}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{z}$</td>
<td>0</td>
<td>-4.33***</td>
<td>-4.56***</td>
<td></td>
<td>$\hat{z}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{R}$</td>
<td>0</td>
<td>-3.48*</td>
<td>-2.73*</td>
<td></td>
<td>$\hat{R}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_t'$</td>
<td>0</td>
<td>-4.44***</td>
<td>-4.66***</td>
<td></td>
<td>$\hat{p}_t'$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_t' - \hat{\nu}_t$</td>
<td>0</td>
<td>-5.34***</td>
<td>-4.55***</td>
<td></td>
<td>$\hat{p}_t' - \hat{\nu}_t$</td>
<td>0</td>
</tr>
<tr>
<td>Malaysia</td>
<td>$\hat{\pi}$</td>
<td>2</td>
<td>-3.23*</td>
<td>-2.37</td>
<td>Turkey</td>
<td>$\hat{\pi}$</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$\hat{y}$</td>
<td>0</td>
<td>-4.41***</td>
<td>-4.68***</td>
<td></td>
<td>$\hat{y}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{z}$</td>
<td>0</td>
<td>-3.86***</td>
<td>-3.44***</td>
<td></td>
<td>$\hat{z}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{R}$</td>
<td>0</td>
<td>-3.31**</td>
<td>-3.79***</td>
<td></td>
<td>$\hat{R}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_t'$</td>
<td>0</td>
<td>-4.44***</td>
<td>-4.66***</td>
<td></td>
<td>$\hat{p}_t'$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\hat{p}_t' - \hat{\nu}_t$</td>
<td>0</td>
<td>-4.16***</td>
<td>-4.45***</td>
<td></td>
<td>$\hat{p}_t' - \hat{\nu}_t$</td>
<td>0</td>
</tr>
</tbody>
</table>

Notes: Variables and estimated period are as defined in the text. k denotes the number of lags in the ADF test. Asterisks *, ** and *** denote rejection of the null hypothesis of a unit root at the 10%, 5%, and 1% significance levels. Critical values are from McKinnon (1991).