This paper explores the combined effects of reductions in trade frictions, tariffs, and firing costs on firm dynamics, job turnover, and wage distributions. It uses establishment-level data from Colombia to estimate an open economy dynamic model that links trade to job flows and wages. Counterfactual experiments imply that Colombia’s integration with global product markets increased its national income at the expense of higher unemployment, greater wage inequality and increased firm-level volatility. In contrast, contemporaneous labor market reforms dampened the increase in unemployment and aggregate job turnover. The results speak more generally to the effects of globalization on labor markets.
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1 Introduction

During the late 1980s and early 1990s, as the forces of globalization gained momentum, many Latin American countries dismantled their trade barriers and implemented labor market reforms.\(^1\) Over the next two decades, these countries roughly doubled their trade-to-GDP ratios, and thereby reaped the well-known benefits of better access to foreign markets. But they also experienced increased wage inequality, higher unemployment rates, greater informal sector activity, and more rapid job turnover.\(^2\)

These developments motivate the two basic questions we address in this paper. First, through what mechanisms and to what extent might the global integration of product markets have increased wage inequality, unemployment rates, and job insecurity in Latin America? Second, how might commercial policy reforms and changes in worker firing costs have conditioned the relationship between globalization and these labor market outcomes?

To answer these questions, we develop a dynamic general equilibrium model that links globalization and labor regulations to wage distributions, job flows, and unemployment. Then we fit our model to plant-level panel data from Colombia—a country that reduced firing costs, cut tariffs, and exhibited rapid growth in merchandise trade. Finally, by comparing simulated steady states under alternative regimes, we quantify the labor market consequences of global reductions in trade frictions (hereafter, "Globalization") and Colombia’s policy reforms.

The estimated model closely replicates basic features of Colombian micro data in the decade preceding reforms, including the size distribution of firms, the rates of employment growth among firms of different sizes, producer entry and exit rates, exporting patterns, and the degree of persistence in firm-level employment levels. Also, although it is fit to pre-reform data, it nicely replicates many post-2000 features of the Colombian economy when it is evaluated at post-2000 tariff rates, firing costs, and global trade frictions. In particular, the quantified model successfully predicts the post-2000 plant size distribution.

The simulations indicate that, taken as a package, the policy reforms and the global reductions in trade frictions led to significant increases in wage inequality, lifetime income


inequality, and unemployment. On the other hand, while tariff reductions and globalization shocks would have increased job turnover by themselves, this impact of openness was offset by the labor market reforms. Finally, the globalization shock was in many respects the most potent. Hence, while improving per capita incomes through standard channels, the rapid expansion of global trade may also be reducing job security and increasing inequality in Latin America and elsewhere.³

While our model incorporates some well-known mechanisms, it also introduces several new channels through which openness is linked to labor market outcomes. First, by increasing the sensitivity of firms’ revenues to their productivity and employment levels, openness makes firms more willing to incur the hiring and firing costs associated with adjusting their workforce. By itself, this sensitivity effect makes job turnover and unemployment higher when trade frictions are low. It also tends to create larger rents for the more successful firms and thereby spread the cross-firm wage distribution. Second, however, openness concentrates workers at large firms, which are more stable than small firms and less likely to exit.⁴ This distribution effect works against the sensitivity effect, tending to reduce turnover and wage inequality as trade frictions fall.

Our formulation is related to several literatures. First, it shares some basic features with large-firm models in the labor-search literature. In particular, it can be viewed as an extension of Bertola and Caballero (1994), Bertola and Garibaldi (2001), and Koeniger and Prat (2007) to include fully articulated product markets, international trade, serially correlated productivity shocks, intermediate inputs, and endogenous firm entry and exit.⁵ And like these models, it explains firms’ wage setting as reflecting their idiosyncratic demand or productivity shocks in the presence of convex hiring costs.

Second, our work contributes to the growing literature on the effects of international trade in the presence of labor market frictions. Like many papers therein, we link the cross-firm wage distribution to the cross-firm rent distribution, which we link in turn to trade costs through a Melitz (2003) mechanism (Egger and Kreickemeier 2009; Helpman, Itskhoki, and Redding 2010; Helpman et al. 2012; Felbermayr, Prat, and Schmerer 2011; Fajgelbaum 2013; Davis and Harrigan 2011; and Amiti and Davis 2012).⁶ Among these papers, our model

³Rodrik (1996) makes a related argument, though he points to different mechanisms.
⁴This feature of our model captures a well-known empirical regularity. Haltiwanger, Jarmin, and Miranda (2013) provide recent evidence from the U.S.
⁵Other recent papers that study firm dynamics and labor market frictions in a closed economy context include Cooper, Haltiwanger, and Willis (2007), Lentz and Mortensen (2012), Hobijn and Sahin (2013), and Elsby and Michaels (2014). Utar (2008) studies firm dynamics and labor market frictions in an import-competing industry that takes the wage rate as given.
⁶Many other recent papers examine the effects of trade on imperfect labor markets, but presume competitive product markets and homogenous firms. Examples of theoretical and empirical work in this vein include Davisson, Martin, and Matusz (1999), Davidson, Matusz and Shevchenko (2008), Kambourov (2009), Artuc, Chaudhuri, and McLaren (2010), Coşar (2013), and Dix-Carneiro (2014).
is relatively close to those that generate wage dispersion and unemployment by combining wage bargaining with Diamond-Mortensen-Pissarides search frictions (Helpman and Itskhoki 2010; Helpman, Itskhoki, and Redding 2010; Helpman et al. 2012; and Felbermayr, Prat and Schmerer 2011). The key distinction between these papers and ours is that we empirically characterize steady-states with ongoing productivity shocks, endogenous entry and exit, and job turnover.

Finally, because our paper offers a new explanation for size-dependent volatility, it contributes to the literature on firm dynamics (e.g., Hopenhayn 1992; Jovanovic 1982; Ericson and Pakes 1995; Klette and Kortum 2004; Luttmer 2007; Rossi-Hansberg and Wright 2007; and Arkolakis forthcoming). Unlike previous studies, we explain the relative stability of large firms as a consequence of nonlinear hiring costs, which make it relatively more expensive (per worker) for large firms to sustain any positive growth rate.

While we do not pretend to capture all of the channels through which openness and firing costs can affect labor market outcomes, our focus on firm-level entry, exit and idiosyncratic productivity shocks is supported by existing empirical evidence on the sources of job turnover and wage heterogeneity. Studies of job creation and job destruction invariably find that most reallocation is due to idiosyncratic (rather than industry-wide) adjustments (Davis, Haltiwanger, and Schuh 1998; Roberts 1996), even in Latin America's highly volatile macro environment (Chapter 2 of Inter-American Development Bank 2004). Further, as Goldberg and Pavcnik (2007) note, there is little evidence in support of trade-induced labor reallocation across sectors, so if openness has had a significant effect on job flows, it should have been through intra-sectoral effects. Finally, while observable worker characteristics do matter for wage differentials, much is attributable to labor market frictions and firm heterogeneity (Abowd, Kramarz, and Margolis 1999; Mortensen 2003; Helpman et al. 2012).

2 The Model

2.1 Preferences

We consider a small open economy populated by a unit measure of homogeneous, infinitely-lived worker-consumers. Each period $t$, agents derive utility from the consumption of homogeneous, non-tradable services, $s_t$, and a composite industrial good, $c_t$, where

$$
c_t = \left( \int_0^{N_t} c_t(n) \frac{\sigma-1}{\sigma} \, dn \right)^{\frac{\sigma}{\sigma-1}},
$$

(1)
aggregates consumption of the differentiated goods varieties, $c_t(n)$, $n \in [0, N_t]$, with a constant elasticity of substitution $\sigma > 1$. Worker-consumers maximize the expected present value of their utility stream

$$ U = \sum_{t=1}^{\infty} \frac{s_t^{1-\gamma} c_t^\gamma}{(1 + r)^t}, $$

where $r$ is the discount rate and $\gamma \in (0, 1)$ is the expenditure share of the industrial good. Being risk neutral, they do not save. In what follows, we suppress time subscripts $t$ for ease of notation.

### 2.2 Production technologies

Services are supplied by service sector firms and, less efficiently, by unemployed workers engaged in home production. Regardless of their source, services are produced with labor alone, homogeneous across suppliers, and sold in competitive product markets. Firms that supply services generate one unit of output per worker and face no hiring or firing costs. Unemployed workers who home-produce service goods each generate $b < 1$ units of output. The economy-wide supply of services is thus

$$ S = L_s + bL_u, \tag{2} $$

where $L_s$ is labor employed in the service sector and $L_u$ is unemployed labor.

Differentiated goods are supplied by industrial sector firms, each of which produces a unique product. These firms are created through sunk capital investments; thereafter their output levels are determined by their productivity levels, $z$, employment levels, $l$, and intermediate input usage, $m$, according to:

$$ q = \begin{cases} 
zt^\alpha m^{1-\alpha} & l \geq l_e \\
0 & l < l_e
\end{cases}, \tag{3} $$

where $0 < \alpha < 1$, $l_e > 0$ is the smallest viable firm size, and $m = \left( \int_0^N m(n) \frac{\sigma-1}{\sigma} dn \right)^{\frac{\sigma}{\sigma-1}}$ aggregates differentiated goods used as intermediates in the same way the subutility function (1) aggregates differentiated goods used for final consumption. Note that, as in Melitz (2003), productivity variation can equally well be thought of as variation in product quality.

### 2.3 Price indices

Differentiated goods can be traded internationally. Measure $N_F$ of the measure $N$ differentiated goods are imported, and an endogenous set of domestically produced goods are
exported. Both exports and imports are subject to iceberg trade costs: for each \( \tau_c > 1 \) units shipped, a single unit arrives at its destination. Moreover, imports are subject to an \( ad\ valorem \) tariff rate of \( \tau_a - 1 > 0 \).

Let asterisks indicate that a variable is expressed in foreign currency, and define \( p^*(n) \) to be the FOB price of imported variety \( n \in [0, N_F] \). The exact home-currency price index for imported goods is then \( P_F = \tau_a \tau_c k \left[ \int_0^{N_F} p^*(n)^{1-\sigma} \, dn \right]^{1/(1-\sigma)} \), where \( k \) is the exchange rate. Similarly, letting \( p(n) \) be the price of domestic variety \( n \in (N_F, N] \) in the home market, the exact home price index for domestic goods is \( P_H = \left( \int_{N_F}^N p(n)^{1-\sigma} \, dn \right)^{1/(1-\sigma)} \). Finally, defining \( p^*_X(n) \) to be the price of domestic variety \( n \) in the foreign market, and letting \( I^x(n) \in \{0, 1\} \) take a value of 1 if good \( n \) is exported, \( P_X^* = \left( \int_{N_F}^N I^x(n) p^*_X(n)^{1-\sigma} \, dn \right)^{1/(1-\sigma)} \) is the exact foreign market price index for exported goods.

Several normalizations simplify notation. First, since the measure of available foreign varieties and their FOB foreign-currency prices are exogenous to our model, we normalize \( \left[ \int_0^{N_F} p^*(n)^{1-\sigma} \, dn \right]^{1/(1-\sigma)} \) to unity by choice of foreign currency units. This allows us to write the exact domestic price index for the composite industrial good as

\[
P = \left[ P_H^{1-\sigma} + (\tau_a \tau_c k)^{1-\sigma} \right]^{\frac{1}{1-\sigma}}.
\]  

(4)

Second, without loss of generality, we choose the price of services to be our numeraire. The real exchange rate \( k \) endogenously adjusts so that in equilibrium, the two normalizations in domestic and foreign currency units are consistent.

### 2.4 Differentiated goods markets

Differentiated goods are sold in monopolistically competitive markets, where they are purchased by consumers as final goods and by producers as intermediate inputs. Utility maximization implies that worker \( i \) with income \( I_i \) demands \( \frac{\gamma_i}{P} \left( \frac{p(n)}{P} \right)^{-\sigma} \) units of domestic variety \( n \) and \( \frac{\gamma_i}{P} \left( \frac{\tau_a \tau_c k p^*(n')}{P} \right)^{-\sigma} \) units of imported variety \( n' \). Similarly, firm \( j \) with gross revenue \( G_j \) optimally purchases \( (1 - \alpha) \frac{\sigma}{\sigma - 1} \frac{G_j}{P} \left( \frac{p(n)}{P} \right)^{-\sigma} \) units of domestic variety \( n \), and \( (1 - \alpha) \frac{\sigma}{\sigma - 1} \frac{G_j}{P} \left( \frac{\tau_a \tau_c k p^*(n')}{P} \right)^{-\sigma} \) units of imported variety \( n' \).

Aggregating across domestic consumers and domestic producers yields total domestic demand for any domestic variety \( n \):

\[
Q_H(n) = D_H p(n)^{-\sigma} \quad \text{for} \quad n \in (N_F, N],
\]

(5)
\[ D_H = P^\sigma - 1 \left[ \gamma \int_0^1 I_i \, di + (1 - \alpha) \frac{\sigma - 1}{\sigma} \int_{N_F}^N G_j \, dj \right]. \]

Note that the population of domestic worker-consumers is normalized to one, and domestic producers are indexed by \( n \in (N_F, N] \). Likewise, total domestic demand for any imported variety \( n \) is

\[ Q_H(n) = D_H \left[ \tau_a \tau_c k p^*(n) \right]^{-\sigma} \quad \text{for} \quad n \in [0, N_F]. \tag{6} \]

Finally, assuming markets are internationally segmented, foreign demand for domestically produced good \( n \) is given by

\[ Q_F(n) = D_F^* \left[ p_X^*(n) \right]^{-\sigma}, \quad n \in (N_F, N], \tag{7} \]

where \( D_F^* \) measures aggregate expenditures abroad denominated in foreign currency, and is net of any effects of foreign commercial policy. Given our small country assumption, we take \( D_F^* \) to be unaffected by the actions of domestic agents.

These expressions imply that, expressed in domestic currency, total domestic expenditures on domestic varieties amount to \( D_H P_H^{1-\sigma} \), total domestic expenditures on imported varieties amount to \( D_H (\tau_a \tau_c k)^{1-\sigma} \), and domestic firms’ total export revenues amount to \( kD_F^* P_X^{1-\sigma} / \tau_c \).

### 2.5 Producer dynamics

Industrial firms are subject to idiosyncratic productivity shocks. These are generated by the AR(1) process

\[ \ln z' = \rho \ln z + \sigma_z \epsilon, \tag{8} \]

where \( \rho \in (0, 1) \) and \( \sigma_z > 0 \) are parameters, primes indicate one-period leads, and \( \epsilon \sim N(0, 1) \) is a standard normal random variable independently and identically distributed across time and firms. Together with firms’ employment policies and entry/exit decisions, (8) determines the steady state distribution of firms over the state space \((z, l)\) and the rates at which firms transit across pairs of states.

Producer dynamics in the industrial sector resemble those in Hopenhayn (1992) and Hopenhayn and Rogerson (1993) in that firms react to their productivity shocks by optimally hiring, firing, or exiting. Also, new firms enter whenever their expected future profit stream exceeds the entry costs they face. However, unlike these papers, we assume that hiring in the industrial sector is subject to search frictions captured by a standard matching function. We now describe the functioning of labor markets.
2.6 Labor markets and the matching technology

The service sector labor market is frictionless, so workers can obtain jobs there with certainty if they choose to do so. Since each service sector worker produces one unit of output, and the price of services is our numeraire, these jobs pay a wage of \( w_s = 1 \).

The industrial sector labor market, in contrast, is subject to search frictions. These expose industrial job seekers to unemployment risk and create match-specific rents that workers and firms bargain over. The number of new matches between job seekers and vacancy posting firms each period is given by

\[
M(V, U) = \frac{VU}{(V^\theta + U^\theta)^{1/\theta}},
\]

where \( \theta > 0 \). Here, \( U \) is the measure of workers searching for industrial sector jobs, and \( V \) is the measure of industrial sector vacancies. The parameter \( \theta \) governs the severity of matching frictions, since a higher value for \( \theta \) results in a larger number of matches for given values of \( U \) and \( V \).\(^7\) This matching function implies that industrial firms fill each vacancy with probability

\[
\phi(V, U) = \frac{M(V, U)}{V} = \frac{U}{(V^\theta + U^\theta)^{1/\theta}},
\]

while workers searching for industrial jobs find matches with probability

\[
\tilde{\phi}(V, U) = \frac{M(V, U)}{U} = \frac{V}{(V^\theta + U^\theta)^{1/\theta}}.
\]

At the beginning of each period, workers who are not already employed in the industrial sector decide whether to accept a service sector job that pays wage \( w_s = 1 \) with certainty, or to search for an industrial sector job. If they fail to match with an industrial sector producer, they subsist until the next period by home-producing services at the wage of \( b < 1 \).\(^8\) At the start of the matching process, among the unit measure of the worker population, \( U \) are searching for an industrial job. At the end of the matching process, \( L_u = (1 - \phi)U \) workers fail to find a job and stay unemployed while \( L_q \) work in the industrial sector. As a result, a fraction \( L_u/(L_u + L_q) \) of workers associated with the frictional labor market are unemployed. Workers employed in the service and industrial sectors together with the unemployed add up to the workforce: \( L_s + L_q + L_u = 1 \).

\(^7\)The functional form of the matching function follows den Haan, Ramey, and Watson (2000). It is subject to constant returns to scale, and increasing in both arguments. In contrast to the standard Cobb-Douglas form, it has no scale parameter and the implied matching rates are bounded between zero and one. Note that for \( V = U \), as \( \theta \) approaches infinity, job finding and filling probabilities approach to one.

\(^8\)The notion that workers trade job security in a low wage sector for the opportunity to search in a higher wage sector traces back at least to the Harris and Todaro (1970) model.
Workers who begin a period employed in the industrial sector can continue with their current job unless their employer lays them off or shuts down entirely. In equilibrium, industrial sector workers are paid at least their reservation wage, so those who do not lose their jobs will never leave them voluntarily. Workers’ job-seeking decisions and the bargaining game that determines industrial firms’ wages will be described below in Sections 2.8 and 2.9, respectively. But before discussing either, we must characterize the firm’s problem.

2.7 The firm’s problem

At the beginning of each period, incumbent firms decide whether to continue operating and potential entrants decide whether to create new firms. Thereafter, active firms go on to choose their employment levels, intermediate input usage, and exporting policies. Entry, exit, hiring, and firing involve adjustment costs, so these decisions are solutions to forward-looking problems. In contrast, intermediate input purchases and exporting decisions involve frictionless static optimization after employment levels have been determined. We now characterize all firm decisions.

2.7.1 Export policy

Given the domestic demand function (5), any firm that sells some fraction \(1 - \eta\) of its output domestically will generate gross home sales amounting to \(D^\frac{1}{\sigma} H \left[ (1 - \eta)q \right]^\frac{\sigma - 1}{\sigma} \). Similarly, given the foreign demand function (7), such a firm will generate gross foreign sales of \(k \left( D^\frac{1}{\sigma} F \right) \left[ \frac{n}{T_C} q \right]^\frac{\sigma - 1}{\sigma} \). Total gross revenue can thus be written as

\[
G(q, \eta) = \exp \left[ d_H + d_F(\eta) \right] q^\frac{\sigma - 1}{\sigma},
\]

where \(d_H = \ln(D^\frac{1}{\sigma} H)\) and \(d_F(\eta) = \ln \left[ (1 - \eta)^\frac{\sigma - 1}{\sigma} + k \left( D^\frac{1}{\sigma} F \right) \left( \frac{D^\frac{1}{\sigma} H}{k} \right)^{\frac{1}{\sigma}} \left( \eta/T_C \right)^\frac{\sigma - 1}{\sigma} \right] \). While the term \(d_H\) measures domestic demand, and is common to all firms, the term \(d_F(\eta)\) captures the extra revenue generated by exporting, conditional on output.

Given output levels, firms choose their exporting levels each period to maximize their current sales revenues net of fixed exporting costs, \(c_x\). Not all firms find it profitable to participate in foreign markets, but those that do share the same optimal level of \(\eta\):

\[
\eta^* = \arg \max_{0 \leq \eta \leq 1} d_F(\eta) = \left( 1 + \frac{T_C^{\sigma - 1} D_H}{k^\sigma D_F^*} \right)^{-1}.
\]
The associated export market participation policy is

\[ T^x(q) = \begin{cases} 
1 & \text{if } \exp \left[ d_H + d_F(\eta^o) \right] - \exp(d_H) q^{\frac{\sigma-1}{\sigma}} > c_x, \\
0 & \text{otherwise},
\end{cases} \tag{11} \]

so there is a threshold output level separating exporters from others.

### 2.7.2 Intermediates and the value-added function

Firms determine their output levels by choosing their intermediate input usage, \( m \), given their current period \( z \) and \( l \) values. Optimizing over \( m \) and suppressing market-wide variables (including \( \eta^o \)), we can thus use (3) and (9) to write value added net of exporting costs as a function of \( z \) and \( l \) alone:

\[ R(z, l) = \max_m \left\{ G(z^\alpha m^{1-\alpha}) - Pm - c_x T^x(z^\alpha m^{1-\alpha}) \right\}. \tag{12} \]

As shown in online Appendix 1, the solution to this optimization problem is:

\[ R(z, l) = \Delta(z, l) (z^\alpha)\Lambda - c_x T^x(z, l), \tag{13} \]

where

\[ \Delta(z, l) = \Theta P^{-(1-\alpha)\Lambda} \exp \left[ d_H + T^x(z, l)d_F(\eta^o) \right] \frac{\sigma-1}{\sigma} > 0, \tag{14} \]

\( \Lambda = \frac{\sigma-1}{\sigma-\alpha(\sigma-1)} > 0, \quad \Theta = \left( \frac{1}{(1-\alpha)\Lambda} \right) \left[ \frac{(1-\alpha)(\sigma-1)}{\sigma} \right]^{\frac{\sigma-1}{\sigma}} > 0. \)

The term \( \Delta(z, l) \) is a firm-level market size index. It responds to anything that affects aggregate domestic demand (\( D_H \)), trade costs (\( \tau_c \)), or the exchange rate (\( k \)). But given these market-wide variables, the only source of cross-firm variation in \( \Delta(z, l) \) is exporting status (\( T^x \)). Accordingly, below we suppress the arguments of \( \Delta \) except where we wish to emphasize its dependence on these variables.

### 2.7.3 Employment policy

We now turn to decisions that involve forward-looking behavior. When choosing employment levels, firms weigh the revenue stream implied by (13) against wage costs, the effects of \( l \) on their continuation value, and current firing or hiring costs. To characterize the latter, let the cost of posting \( v \) vacancies for a firm of size \( l \) be

\[ C_h(l, v) = \left( \frac{c_h}{\lambda_1} \right) \left( \frac{v}{\bar{l}\lambda_2} \right)^{\lambda_1}, \]
where \(c_h\) and \(\lambda_1 > 1\) are positive parameters.\(^9\) The parameter \(\lambda_2 \in [0, 1]\) determines the strength of scale economies in hiring. If \(\lambda_2 = 0\), there are no economies of scale and the cost of posting \(v\) vacancies is the same for all firms. On the other hand, if \(\lambda_2 = 1\), the cost of a given employment growth rate is the same for all firms.

All firms in our model are large enough that cross-firm variation in realized worker arrival rates is ignorable. That is, all firms fill the same fraction \(\phi\) of their posted vacancies. It follows that expansion from \(l\) to \(l'\) simply requires the posting of \(v = (l' - l) / \phi\) vacancies, and we can write the cost of expanding from \(l\) to \(l'\) workers as

\[
C_h(l, l') = \left( \frac{c_h}{\lambda_1} \right) \phi^{-\lambda_1} \left( \frac{l' - l}{l \lambda_2} \right)^{\lambda_1}.
\] (15)

Clearly, when labor markets are slack, hiring is less costly because each vacancy is more likely to be filled. Also, for \(\lambda_1 (1 - \lambda_2) > 1\), a given level of employment growth is more costly per worker for larger firms.\(^10\) So, other things equal, \(\lambda_1 (1 - \lambda_2) > 1\) means that larger firms expand relatively slowly in response to positive shocks, and they have stronger incentives to hoard labor in the face of transitory negative shocks. This feature of our model is the main reason it is able to replicate the well-known association between firm size and job stability.

Downward employment adjustments are also costly. When a firm reduces its workforce from \(l'\) to \(l \geq l_e\), it incurs firing costs proportional to the number of workers shed:\(^11\)

\[
C_f(l, l') = c_f(l - l').
\] (16)

For convenience we assume hiring and firing costs are incurred in terms of service goods, and we describe both with the adjustment cost function:

\[
C(l, l') = \begin{cases} 
C_h(l, l') & \text{if } l' > l, \\
C_f(l, l') & \text{otherwise.}
\end{cases}
\]

Several observations concerning adjustment costs are in order. First, while convex hiring costs induce firms to expand gradually, firms cannot economize on firing costs by downsizing gradually. Second, when a firm exits, it is not liable for \(c_f\). Finally, as will be discussed below, it is possible that a firm will find itself in a position where the marginal worker reduces operating profits, but it is more costly to fire her than retain her.

\(^9\)This specification generalizes Nilsen, Salvanesa, and Schiantarelli (2007), who set \(\lambda_2 = 1 - 1/\lambda_1\). See also Merz and Yashiv (2007), and Yashiv (2006).

\(^10\)By (15), labor force expansion at any given rate \(g = \frac{l' - l}{l}\) involves vacancy posting costs \(\left( \frac{c_h}{\lambda_1} \right) \phi^{-\lambda_1} g^{\lambda_1 (1 - \lambda_2)}\). So for \(\lambda_1 (1 - \lambda_2) > 1\), \(C_h(l, l') / l\) is increasing in \(l\).

\(^11\)As it is standard in the literature (see Ljungqvist 2002 for a review), we assume that firing costs take the form of a resource cost and are not pure transfers from firms to workers.
Regardless of whether a firm expands, contracts, or remains at the same employment level, we assume it bargains with each of its workers individually and continuously. This implies that bargaining is over the marginal product of labor, and all workers at a firm in a particular state \((z, l)\) are paid the same wage (Stole and Zwiebel 1996; Cahuc and Wasmer 2001; Cahuc, Marque, and Wasmer 2008). Moreover, the marginal worker at an expanding firm generates rents, while the marginal worker at a contracting firm does not (Bertola and Caballero 1994; Bertola and Garibaldi 2001; Koeniger and Prat 2007). Hence expanding firms face different wage schedules than others. These schedules depend upon firms’ states, so we denote the wage schedule paid by a hiring firm as \(w_h(z, l)\) and the wage schedule paid by a non-hiring firm as \(w_f(z, l)\). Details are deferred to Section 2.9 below.

We now elaborate firms’ optimal employment policies within a period (see Figure 1). An incumbent firm enters the current period with the productivity level and work force \((z, l)\) determined in the previous period. Thereupon it may exit immediately, either because the expected present value of its profit stream is negative, or because it is hit with an exogenous death shock.

If a firm opts to stay active and is not hit with an exogenous exit shock, it proceeds to an *interim stage* in which it observes its current-period productivity realization \(z'\). Then, taking stock of its updated state, \((z', l)\), the relevant wage schedules, and adjustment costs \(C(l, l')\), it chooses its current period work force, \(l'\). Both hiring and firing decisions take immediate effect and it enters the end of the period with \((z', l')\), making optimal intermediate usage and exporting decisions based on its new state. Profits are realized and wages are paid at this point. Depending on whether the firm is hiring or not, its profits are

\[
\pi(z', l', l) = \begin{cases} R(z', l') - w_h(z', l')l' - C(l, l') - c_p & \text{if } l' > l \\ R(z', l') - w_f(z', l')l' - C(l, l') - c_p & \text{otherwise,} \end{cases}
\]
where \( c_p \), the per-period fixed cost of operation, is common to all firms.

Firms discount the future at the same rate \((1 + r)\) as consumers. So the beginning-of-period value of a firm in state \((z, l)\) is

\[
\mathcal{V}(z, l) = \max \left\{ 0, \frac{1 - \delta}{1 + r} E_{\omega|z} \max_{l'} \left[ \pi(z', l, l') + \mathcal{V}(z', l') \right] \right\}, \tag{18}
\]

where \( \delta \) is the probability of an exogenous death shock, and the maximum of the term in square brackets is the value of the firm in the interim state, after it has realized its productivity shock. All payoffs are discounted at the interim period.

The solution to (18) implies an employment policy function,

\[ l' = L(z', l), \tag{19} \]

an indicator function \( \mathcal{I}^h(z', l) \) that distinguishes hiring and firing firms, and an indicator function \( \mathcal{I}^c(z, l) \) that characterizes firms’ continuation and exit policy. \( \mathcal{I}^h(z', l) \) and \( \mathcal{I}^c(z, l) \) take the value one for firms that are hiring or continuing, respectively, and zero otherwise.

### 2.7.4 Entry

In the steady state, a constant fraction of firms exits the industry either endogenously or exogenously. These firms are replaced by an equal number of entrants, who find it optimal to pay a sunk entry cost of \( c_e \) and create new firms. The cost of hiring the initial workforce, i.e., posting \( l_e/\phi \) vacancies, is included in \( c_e \), along with fixed capital costs. Entrants also draw their initial productivity level from the ergodic productivity distribution implied by (8), hereafter denoted as \( \psi_e(z) \). Thereafter they behave exactly like incumbent firms, with interim state given by \((z, l_e)\) (see Figure 1). If they wish, they can further adjust their workforce to \( l' > l_e \) in accordance with their initial productivity by posting more vacancies subject to the hiring cost function (15). Free entry implies that

\[
\mathcal{V}_e = \frac{1}{1 + r} \int_z \max_{l'} [\pi(z, l_e, l') + \mathcal{V}(z, l')] \psi_e(z) dz \leq c_e, \tag{20}
\]

which holds with equality if there is a positive mass of entrants. We assume that each worker-consumer owns equal shares in a diversified fund that collects profits from firms, finances entry, and redistributes the residual as dividends to its owners.
2.8 The worker’s problem

Figure 2 presents the intra-period timing of events for workers. Consider first a worker who is employed by an industrial firm in state \((z, l)\) at the beginning of the current period. This worker learns immediately whether her firm will continue operating. If it shuts down, she joins the pool of industrial job seekers (enters state \(u\)) in the interim stage. Otherwise, she enters the interim stage as an employee of the same firm she worked for in the previous period. Her firm then realizes its new productivity level \(z'\) and enters the interim state \((z', l)\).

At this point her firm decides whether to hire workers. If it expands its workforce to \(l' > l\), she earns \(w_h(z', l')\), and she is positioned to start the next period at a firm in state \((z', l')\). If the firm contracts or remains at the same employment level, she either loses her job and reverts to state \(u\) or she retains her job, earns \(w_f(z', l')\), and starts the next period at a firm in state \((z', l')\). All workers at contracting firms are equally likely to be laid off, so each loses her job with probability \((l - l')/l\).

Workers in state \(u\) are searching for industrial jobs. They are hired by entering and expanding firms that post vacancies. If they are matched with a firm, they receive the same wage as those who were already employed by the firm. If they are not matched, they support themselves by home-producing \(b < 1\) units of the service good. At the start of the next period, they can choose to work in the service sector (enter state \(s\)) or search for a job in the industrial sector (remain in state \(u\)). Likewise, workers who start the current period in the service sector choose between continuing to work at the service wage \(w_s = 1\) and entering the pool of industrial job seekers. These workers are said to be in state \(o\).

We now specify the value functions for the workers in the interim stage. Going into the service sector generates an end-of-period income of 1 and returns a worker to the \(o\) state at the beginning of the next period. Accordingly, the interim value of this choice is

\[
J^s = \frac{1}{1 + r}(1 + J^o). \tag{21}
\]

Searching in the industrial sector exposes workers to the risk of spending the period unemployed, and supporting themselves by home-producing \(b\) units of the service good. But it also opens the possibility of landing in a high-value industrial job. Since the probability of finding a match is \(\tilde{\phi}\), the interim value of searching for an industrial job is

\[
J^u = \left[\tilde{\phi} EJ^e_h + \frac{1 - \tilde{\phi}}{1 + r} (b + J^o)\right], \tag{22}
\]

where \(EJ^e_h\) is the expected value of matching with a hiring firm, to be defined below.

The value of the sectorial choice is \(J^o = \max\{J^s, J^u\}\). In an equilibrium with both sectors
in operation, workers must be indifferent between them, so \( J^o = J^s = J^u \). Combined with (21), this condition implies that \( J^o, J^s, \) and \( J^u \) are all equal to \( 1/r \).

The expected value of matching with an industrial job, \( EJ^e_h \), depends on the distribution of hiring firms and the value of the jobs they offer. For workers who match with a hiring firm in the interim state \( (z', l) \), the interim period value is given by

\[
J^e_h(z', l) = \frac{1}{1 + r} \left[ w_h(z', l') + J^e(z', l') \right],
\]

where \( l' = L(z', l) \) and \( J^e(z', l') \) is the value of being employed at an industrial firm in state \( (z', l') \) at the start of the next period. Accordingly, the expected value of a match for a worker as perceived at the interim stage is

\[
EJ^e_h = \int_{z'} \int_t J^e_h(z', l) g(z', l) dl dz',
\]

where \( g(z', l) = \tilde{g}(z', l) / \int_{z''} \int_x \tilde{g}(z'', x) dx dz'' \) is the distribution of vacancies across hiring firms and

\[
\tilde{g}(z', l) = v(z', l) \psi(z', l) + I_{l=l_e} \cdot \frac{N_e}{N - N_F} l_e / \phi.
\]

Here \( v(z', l) = I_h(z', l) [L(z', l) - l] / \phi \) is the number of vacancies posted by firms in state \( (z', l) \), \( \psi(z', l) \) is the distribution of firms in interim state \( (z', l) \) (see online Appendix 3), \( I_{l=l_e} \)
is an indicator variable for \( l = l_e, \) \( l_e/\phi \) is the number of vacancies posted by entrants to hire their initial workforce, and \( \frac{N}{N-N_F} \) is the fraction of firms that are new entrants.

It remains to specify the value of starting the period matched with an industrial firm, \( J^e(z,l) \), which appears in (23) above. The value of being at a firm that exits immediately (exogenously or endogenously) is simply the value of being unemployed, \( J^u \). This is also the value of being at a non-hiring firm, since workers at these firms are indifferent between being fired and retained. Hence \( J^e(z,l) \) can be written as

\[
J^e(z,l) = \left[ \delta + (1 - \delta)(1 - I^c(z,l)) \right] J^u + (1 - \delta)I^c(z,l) \max \left\{ J^u, E_{z' |z} \left[ I^h(z',l)J^e_h(z',l) + (1 - I^h(z',l))J^u \right] \right\}. \tag{25}
\]

### 2.9 Wage schedules

We now characterize the wage schedules. Consider first a hiring firm. After vacancies have been posted and matching has taken place, the labor market closes. Firms then bargain with their workers simultaneously and on a one-to-one basis, treating each worker as the marginal one. At this point, vacancy posting costs are already sunk and workers who walk away from the bargaining table cannot be replaced in the current period. Similarly, if an agreement between the firm and the worker is not reached, the worker remains unemployed in the current period. These timing assumptions create rents to be split between the firm and the worker.

As detailed in online Appendix 2, it follows that the wage schedule for hiring firms with an end-of-period state \((z',l')\) is given by

\[
w_h(z',l') = (1 - \beta)b + \frac{\beta}{1 - \beta + \alpha \beta \lambda \Delta(z',l') \alpha \lambda \left( \frac{k}{\phi} \right) \alpha \lambda - 1}.
\tag{26}
\]

where \( \beta \in [0,1] \) measures the bargaining power of the worker. Workers in expanding firms get their share of the marginal product of labor plus \((1 - \beta)\) share of their outside option.

The marginal worker at a non-hiring firm generates no rents, so the firing wage just matches her reservation value (see online Appendix 2):

\[
w_f(z',l') = rJ^u - [J^e(z',l') - J^u]. \tag{27}
\]

Three assumptions lie behind this formulation. First, workers who quit do not trigger firing costs for their employers. Second, firms cannot use mixed strategies when bargaining with workers. Finally, fired workers are randomly chosen. The first assumption ensures that workers at contracting firms are paid no more than the reservation wage, and the remaining
assumptions prevent firms from avoiding firing costs by paying less than reservation wages to those workers they wish to shed. Importantly, \( w_f(z, l) \) does vary across firing firms, since workers who continue with such firms may enjoy higher wages in the next period. This option to continue has a positive value, captured by the bracketed term in (27), so firing firms may pay their workers less than the flow value of being unemployed.

### 2.10 Equilibrium

Six basic conditions characterize the equilibrium. First, the distribution of firms over \((z, l)\) states in the interim and at the end of each period, denoted by \( \tilde{\psi}(z, l) \) and \( \psi(z, l) \), respectively, reproduce themselves each period through the stochastic process on \( z \), the policy functions, and the productivity draws that firms receive upon entry. Second, all markets clear: supply matches demand for services and for each differentiated good, where supplies are determined by employment and productivity levels in each firm. Third, the flow of workers into unemployment matches the flow of workers out of unemployment—that is, the Beveridge condition holds. Fourth, a positive mass of entrants replaces exiting firms every period so that free entry condition (20) holds with equality. Fifth, aggregate income matches aggregate expenditure, so trade is balanced. Finally, workers optimally choose the sector in which they are working or seeking work. Online Appendix 3 provides further details.

### 2.11 Discussion

Determinants of turnover and wages, and unemployment — Before moving on to quantitative analysis, it is instructive to summarize some key mechanisms in our model. We begin with the determinants of cross-firm variation in wages and job turnover, both of which are driven by interactions between productivity shocks and convex vacancy posting costs. To fix ideas, consider what would happen if, at some point in time, we were to set \( \rho = 1 \) and \( \sigma_z = 0 \); making the current set of productivity draws permanent. Thereafter, those firms with sufficiently high draws would gradually add workers, and they would exhibit relatively high wages as they expanded toward their long run desired size. Upon reaching this size, the rents from additional matches would disappear, and they would begin to pay reservation wages, along with all stationary or contracting firms.\(^{12}\) But during the transition, large firms would tend to be hiring and thus would tend to pay higher wages.

\(^{12}\)This feature of the model is not specific to the random search framework: Felbermayr, Impullitti, and Prat (2014) show that convex vacancy posting costs play a similar role in generating residual wage inequality in a directed search model. This is in contrast to Felbermayr, Prat, and Schmerer (2011) where vacancy posting costs are linear and independent of size. Firms then immediately expand to equalize the marginal revenue product of labor to the expected marginal recruitment cost. The latter being equal across all firms, there is no wage inequality.
Now consider the unrestricted model with ongoing productivity shocks ($\sigma_z > 0$). These shocks introduce steady state job turnover by ensuring that some portion of the firm population is always in transition. Further, with sufficiently high persistence in productivity ($\rho$ sufficiently close to 1), this turnover keeps enough large firms expanding to sustain a positive cross-sectional correlation between employment and wages (Bertola and Garibaldi 2001). Finally, since vacancy posting costs per worker vary with employment (refer to equation 15), the rates at which firms adjust their jobs and wages in response to shocks depend upon their size.

It remains to describe the determinants of the $Q$-sector unemployment rate, $L_u / (L_u + L_q)$. Given the wage distribution, this rate follows from the arbitrage condition $J^s = J^u$. That is, in order to keep each sector equally attractive to job seekers, increases in the expected value of a $Q$-sector job, $EJ^e_h$, must be accompanied by offsetting reductions in the probability of finding one, just as in Harris and Todaro (1970).

**Firing cost effects** — We turn now to the effects of policy reforms and changes in openness, beginning with firing costs. Other things equal, lower firing costs induce firms to carry more workers by reducing the expected costs of shedding them later (Hopenhayn and Rogerson 1993). Further, low firing costs help large firms relatively more, since they are relatively unlikely to exit when they downsize in response to a negative productivity shock. (Exiting firms are unaffected by firing costs because they are not required to pay them.) For both reasons, reductions in $c_f$ shift the firm size distribution rightward.

By itself, this shift would reduce job turnover through the distribution effect mentioned in the introduction. But other forces are also in play. Most notably, holding the size distribution fixed, lower firings costs make firms’ employment levels more volatile by encouraging larger adjustments to transitory shocks (e.g., Ljungqvist 2002; Mortensen and Pissarides 1999). Accordingly, the turnover effects of reductions in $c_f$ are ambiguous.

When a reduction in $c_f$ shifts the firm size distribution rightward, it induces a new distribution for the marginal revenue product of labor. This affects the wage distribution through (26) and (27), which in turn affect $EJ^e_h$, the job filling rate, $\phi$, and the $Q$-sector unemployment rate. Finally, adjustments in $\phi$ feed back onto vacancy posting costs through equation (15), further confounding the net effect of firing cost reductions on job turnover.

**Openness effects** — What about reductions in $\tau_e$ or $\tau_a$? Increases in openness drive up the returns to exporting while intensifying import competition. As Melitz (2003) stresses, large firms benefit on net, since they find it worthwhile to pay the fixed costs of exporting, but other firms are hurt. Accordingly, the gap between wages at large and small firms increases, while the right-hand tail of the firm size distribution shifts outward.

The effects of openness on job turnover are more subtle. Partly, turnover adjustments reflect the sensitivity effect mentioned in the introduction: Greater openness increases the
market size index $\Delta$ for high-productivity firms, so these firms’ value-added functions (13) become steeper with respect to employment levels, and they make larger workforce adjustments in response to $z$ shocks. So long as this heightened volatility among productive firms dominates the reductions in volatility that occur at unproductive firms (which experience $\Delta$ reductions with openness), the sensitivity effect tends to increase job turnover. A second linkage comes through adjustments in labor market tightness. To the extent that openness increases the expected value of industrial sector jobs, it induces offsetting increases in the unemployment rate, and these reduce the cost of posting vacancies (15) through $\phi$, creating further volatility. Finally, however, openness concentrates workers at larger firms, which tend to be relatively stable. This distribution effect works against the others, making turnover adjustments ambiguous.

**Exporters** — We conclude this section with a brief discussion of exporters’ characteristics and their determinants. Firms expanding into export markets experience a discrete jump in demand, which causes their prices to rise and increases the marginal revenue product of their workers. Thus, our model is consistent with the common finding that exporters tend to pay their workers better (e.g., Bernard and Jensen 1995), and it falls into the "wider class of models in which wages are increasing in firm revenue and there is selection into export markets" (Helpman, Itskhoki, and Redding 2010, p. 1240). However, unlike others in this class, our formulation implies exporters will eventually drive down the marginal revenue product of their workers as they expand. It thus delivers a distinctive explanation for the finding that long term exporters do not routinely pay higher wages than non-exporters.

---

13Convex vacancy posting costs are necessary for this result. To better understand this feature of our model, suppose the marginal value of an additional worker is simply her marginal revenue product, $\alpha \Delta z (l')^{\alpha - 1}$, and assume the entire cost of hiring $l'$ workers is captured by the vacancy posting cost, $\left( \frac{\alpha \lambda_1}{\lambda_1} \right) \phi^{-\lambda_1} (l' - l)^{\lambda_1}$. Then the first order condition for employment implies a positive relationship between $l'$ and $\Delta$ among all firms in states where hiring occurs: $l' = f(\Delta|z,l)$, $f_\Delta > 0$. Further, the elasticity of $l'$ with respect to $z$ increases with $\Delta$:

$$\frac{d \ln l'}{d \ln z} = \left[ \frac{(\lambda_1 - 1) f(\Delta|z,l)}{f(\Delta|z,l) - l} + 1 - \alpha A \right]^{-1}.$$

Of course, other properties of our model complicate this relationship, including wage schedules, firing costs, and the distinction between the value of a worker and her marginal revenue product.

14This labor market tightness effect is known as a "congestion externality" in the labor-search literature (Pissarides 2000).

15Within this class of model, size and profitability are generally associated with exporting for standard Melitz-type (2003) reasons. But wages are linked to these firm characteristics through a variety of mechanisms. For example, in Helpman, Itskhoki, and Redding (2010), firms screen workers to improve their average productivity, and incentives to do so increase with firms’ sales volume. The exporter wage premium then follows from the fact that highly screened workers command the highest wages and are concentrated at exporters. In Fajgelbaum’s (2013) on-the-job search model, relatively productive firms expand into export markets by poaching workers from other firms, and they pay relatively high wages in order to do so. In the "fair wage" models of Amiti and Davis (2008) and Egger and Kreickmeier (2009), firms must share their rents with their workers to keep them from shirking.
Implications for exporters’ mark-ups and productivity also obtain. First, the higher average prices charged by new exporters explain de Loecker and Warzynski’s (2012) finding of higher mark-ups among Slovenian exporting firms. Frictionless trade models with CES preferences cannot explain this result because firms in these models freely expand or contract until their mark-ups are the same. Second, since exporters’ higher prices translate into higher revenue per unit input bundle, our model provides a pricing-based explanation for the common finding that exporters enjoy higher revenue productivity.

3 Quantitative Analysis

3.1 Pre- and post-reform conditions in Colombia

To explore the quantitative implications of our model, we fit it to Colombian data. This country suits our purposes for several reasons. First, Colombia underwent a significant trade liberalization during the late 1980s and early 1990s, reducing its average nominal tariff rate from 21 percent to 11 percent (Goldberg and Pavcnik 2004). Second, Colombia also implemented labor market reforms in 1991 that substantially reduced firing costs. According to Heckman and Pages (2000), the average cost of dismissing a worker fell from an equivalent of 6-7 months’ wages in 1990 to 3 months’ wages in 1999. Finally, major changes in Colombian trade volumes and labor markets followed these reforms, suggesting that they and/or external reductions in trade frictions may well have been important.

Key features of the Colombian economy during the pre- and post-reform period are summarized in Figure 3. The first panel shows the fraction of manufacturing establishments that were exporters, as well as the aggregate revenue share of exports. Before 1991, about 12 percent of all plants were exporters on average, and total exports accounted for 9 percent of aggregate manufacturing revenues. Reflecting the globalization of the Colombian economy, both ratios increased by about 250 percent from the 1980s to the 2000s. The second panel shows manufacturing job turnover due to entry, exit, and changing employment levels among continuing producers. This series went from an average of 18.1 percent during the pre-reform period 1981-1990 to 23 percent during the post-reform period 1993-1998. (Unfortunately, post-2000 turnover figures are unavailable.)

The third panel of Figure 3 shows the evolution of the urban unemployment rate. During the post-reform years 1991-1998, this series hovered around its 1981-90 average of 10.8 percent. During 2000-2006, its average was a somewhat higher 13 percent, but this increase mainly reflected a financial crisis at the end of the 1990s. The fourth panel shows that after reforms, the manufacturing share of urban employment dropped from 24 percent in
These aggregate trends were accompanied by a dramatic shift in the plant size distribution. Figure 4 shows the size distribution of manufacturing plants in the 1980s (black bars) and 2000s (white bars). The average size increased from 45 to 60 workers, and the proportion of plants with more than 100 workers increased from 15 percent to 22 percent.

In sum, Colombia experienced a significant shift in its manufacturing plant size distribution and an overall decline in manufacturing employment. Manufacturing jobs also became more unstable as job turnover rates increased. Unemployment, self-employment, and wage inequality also increased. We now investigate how, in the context of our model, these changes might be linked to the changes in tariffs, firing costs and foreign market conditions that Colombian firms experienced during the late 1980s and early 1990s.
3.2 Fitting the model to the data

Model Period — Assuming that Colombia was in a steady state prior to reforms, we fit our model to annual data from 1981-1990. In doing so, we treat all plants as single-plant firms. Also, in order to exploit "control function" techniques (discussed below), we match the periodicity of our model to the periodicity of our data. This means imposing that unemployment spells occur in one-year increments, which is longer than some calibrated labor search models for the U.S. economy have presumed (e.g., Elsby and Michaels 2013; Cooper, Haltiwanger and Willis 2007). Nonetheless, since the average unemployment spell in urban Colombian labor markets is around 11 months (page 16 in Medina, Nunez, and Tamayo 2013), this drawback does not strike us as critical. We will return to the issue of periodicity when we discuss the robustness of our findings.

Parameters Not Estimated — Several parameters are not identified by the model; these we take from external sources. The real borrowing rate in Colombia fluctuated around 15 percent between the late 1980s and early 2000s, so we set \( r = 0.15 \) (Bond, Utar, and Tybout, forthcoming). The average share of services in Colombian GDP during the sample period was 0.49, so this is our estimate for \( \gamma \).\(^{16}\) Heckman and Pages (2000) estimate that dismissal costs amounted to 6-7 months’ wages in 1990 (their Figure 1), so we fix firings costs at \( c_f = 0.6 \) in the benchmark economy.\(^{17}\) Eaton and Kortum (2002) estimate that the tariff equivalent of iceberg costs falls between 123 percent and 174 percent, so we choose our pre-reform value of \( \tau_e - 1 \) to be 1.50. Finally, we take our estimate of the pre-reform nominal tariff rate, \( \tau_a - 1 = 0.21 \), from Goldberg and Pavcnik (2004).

The Estimator — This leaves us with 16 parameters to estimate, collected in the vector

\[
\Omega = (\sigma, \alpha, \rho, \sigma_x, \beta, \theta, \delta, \lambda_1, \lambda_2, b, l_e, c_h, c_p, c_x, c_e, D_F^*).
\]

These we estimate using the method of simulated moments (Gouriéroux and Monfort 1996). Specifically, let \( \hat{m} \) be a vector of sample statistics that our model is designed to explain and define \( m(\Omega) \) as the vector of model-based counterparts to these sample statistics. Our estimator is then given by

\[
\hat{\Omega} = \arg \min \left( (\hat{m} - m(\Omega))^\prime \hat{W} (\hat{m} - m(\Omega)) \right),
\]

\(^{16}\)Calculations are based on ICP Table 8 downloaded from http://www.eclac.cl/deype/PCI_resultados/eng/index.htm.

\(^{17}\)In the benchmark economy, average wage in the industrial sector is about 1. Since the model period is a year, \( c_f = 0.6 \) corresponds to about 7 months' wages. In order to save computational time, \( c_f \) was calibrated by a simple trial and error procedure, i.e. given a \( c_f \) value, we compute average wage in the industrial sector and verify that \( c_f \) amounts to 6-7 months’ wages.
where \( \hat{W} \) is a bootstrapped estimate of \( \text{var}(\mathbf{m})^{-1} \) with off-diagonal elements set to zero.\(^{18}\)

**The Sample Statistics** — The vector \( \mathbf{m} \) and the associated weighting matrix are based on plant-level panel data from Colombia. These data are annual observations on all manufacturing plants with at least 10 workers, covering the 1981-1990 period.\(^{19}\)

Table 1 lists the elements of \( \mathbf{m} \), grouped according to the type of information they convey. The first group consists of means, variances, and covariances for the vector \((\ln l_t, \ln G_t, \mathcal{I}_t^x, \ln l_{t+1}, \ln G_{t+1}, \mathcal{I}_{t+1}^x)\).\(^{20}\) Gross revenues \( G \) are gross sales, expressed in thousands of 1977 pesos. The indicator \( \mathcal{I} \) takes a value of unity for those plant-year observations with positive exports. Finally, since workers are all identical in the model economy, we control for the effects of worker heterogeneity on output by measuring the labor input \( l \) in terms of “effective worker” units (see online Appendix 5.1 for details).

The second and third groups of moments in \( \mathbf{m} \) include quintiles of the plant size distribution.

---

\(^{18}\)Setting off-diagonal terms to zero improves the stability of our estimator while maintaining consistency and keeping it independent of units of measurement. Examples of other studies employing the same strategy include Lee and Wolpin (2006) and Dix-Carneiro (2014).

\(^{19}\)The data were collected by Colombia’s National Statistics Department (DANE) and cleaned as described in Roberts (1996). They cover 88,815 plant-observations during the sample period. Estimates of \( \text{var}(\mathbf{m}) \) are generated by bootstrapping the sample.

\(^{20}\)In a stationary equilibrium, \( E(\ln l_{t+1}, \ln G_{t+1}, \mathcal{I}_{t+1}^x) = E(\ln l_t, \ln G_t, \mathcal{I}_t^x) \) and \( \text{cov}(\ln l_{t+1}, \ln G_{t+1}, \mathcal{I}_{t+1}^x) = \text{cov}(\ln l_t, \ln G_t, \mathcal{I}_t^x) \). Therefore exclude \( E(\ln l_{t+1}, \ln G_{t+1}, \mathcal{I}_{t+1}^x) \) and \( \text{cov}(\ln l_{t+1}, \ln G_{t+1}, \mathcal{I}_{t+1}^x) \) from our moment vector. We also drop \( \text{var}(\mathcal{I}^x) \) because it is redundant: the variance of a Bernoulli random variable depends solely on its mean. This leaves 3 means, 2 variances, and 12 covariances.
tribution and the average rate of employment growth among expanding plants within each size category, respectively. We target employment growth among expanding plants because, given linear firing costs, contractions are not gradual in the model. Quintiles are based on effective employment levels, \( l \), and constructed using the pooled panel of plants. Employment growth rates for quintile \( j \) are constructed as cross-plant averages of \( \frac{(l_{t+1} - l_t)}{\frac{1}{2}(l_{t+1} + l_t)} \), including only expanding plants that were in quintile \( j \) at the beginning of the period. New plants are included in these growth rates, and are treated as having an initial employment of zero.

The fourth group in \( \mathbf{m} \) contains aggregate statistics for the pooled sample of plants. These include the job turnover rate, the plant exit rate, and the standard deviation in effective wages. Job turnover is a cross-year average of the annual turnover rate, net of aggregate employment growth or contraction. The plant exit rate is the fraction of plants that exit the panel in year \( t \), averaged over the 10-year sample period. Finally, the standard deviation in effective wages is constructed as the cross-plant standard deviation of the log of real payments to labor (wages and benefits) per effective worker. Given that our measure of effective workers has been adjusted for workforce composition, this measure of wage dispersion controls for observable worker characteristics to the extent possible. Unavoidably, it partly reflects variation in unobservable worker characteristics. But this latter source of noise is averaged across individual workers within a firm, and thus is hopefully relatively modest.

The last two elements of \( \mathbf{m} \) are not simple descriptive statistics. Rather, they are sample-based estimates of \( \left( \frac{\sigma - 1}{\sigma} \right) (1 - \alpha) \) and \( d_F \) obtained by applying the logic of Olley and Pakes (1996) to the gross revenue function. By including these statistics in the moment vector rather than treating them as fixed parameters when estimating \( \mathbf{\Omega} \), we recognize the effects

---

\[^{21}\text{While our estimation allows } \ell_e \text{ (the size of entering plants) to be arbitrarily small, our database does not cover plants with less than 10 workers. This means that plants appearing in the database for the first time can either be plants crossing the 10-worker threshold from below, or plants in their first year of operation. We apply the same truncation to our simulated moments. This means, for example, that statistics describing the smallest quintile characterize the smallest quintile among observed producers.}\]

\[^{22}\text{Let } c, e, \text{ and } d \text{ be the set of continuing, entering, and exiting plants, respectively. Also, let } i \text{ index plants. Our year } t \text{ job turnover measure is then:}\]

\[ X_t = \frac{(\sum_{i \in c} |l_{it} - l_{it-1}| + \sum_{i \in e} l_{it} + \sum_{i \in d} l_{it-1} - |\sum_{i \in c} l_{it} - \sum_{i \in d} l_{it-1}|)}{\sum_{i \in c} l_{it}}, \]

and our turnover statistic is \( \frac{1}{10} \sum_{t=1990}^{1990} X_t \). The job turnover numbers in Table 2 are slightly higher than those depicted in Figure 3 for two reasons. First, Figure 3 is based on worker head counts, while our moment is based on effective workers. Second, the turnover rates in Figure 3 are taken from a study limited to establishments with at least 15 workers, while our moment is based on establishments with at least 10 workers. It was not possible to construct Figure 3 using effective workers and a 10 worker cutoff because we did not have access to establishment level data more recent than 1991.

\[^{23}\text{The cross-plant distribution of average wages provides a very natural measure of wage dispersion in a model with homogenous workers. See also Lentz and Mortensen (2012).}\]
of their sampling error on \( \Omega^2 \).

Our approach to estimating these two statistics merits further explanation. By (3) and (9), gross revenues before fixed exporting costs can be written as

\[
\ln G_{it} = d_H + I^x_{it}d_F(\eta_0) + \left( \frac{\sigma - 1}{\sigma} \right) \left[ \ln z_{it} + \alpha \ln l_{it} + (1 - \alpha) \ln m_{it} \right].
\]

Also, among firms that adjust their employment levels, the policy function \( l' = L(z', l) \) can be inverted to express \( z' \) as a monotonic function of \( l' : \ln z' = g(\ln l, \ln l') \). This "control function" allows us to eliminate \( z \) from (28):

\[
\ln G_{it} = \tilde{d}_H + I^x_{it}d_F(\eta_0) + \left[ \frac{\sigma - 1}{\sigma} (1 - \alpha) \right] \ln(Pm_{it}) + \varphi(\ln l_{it-1}, \ln l_{it}) + \xi_{it}.
\]

Here \( \varphi(\ln l_{it-1}, \ln l_{it}) = \frac{\sigma - 1}{\sigma} [\alpha \ln l_{it} + g(\ln l_{it-1}, \ln l_{it})] \) is treated as a flexible function of its arguments, and the intercept \( \tilde{d}_H = d_H - (1 - \alpha) \frac{\sigma - 1}{\sigma} \ln P \) reflects the fact that we have replaced the unobservable \( m_{it} \) with observable input expenditures, \( Pm_{it} \). The error term \( \xi_{it} \) captures measurement error in \( \ln G_{it} \) and any productivity shocks that are unobserved at the time variable inputs and exporting decisions are made. Because \( \xi_{it} \) is orthogonal to \( Pm_{it} \) and \( I^x_{it} \), we obtain our estimates of \( \frac{\sigma - 1}{\sigma} (1 - \alpha) \) and \( d_F(\eta_0) \) by applying least squares to equation (29). Just as Olley and Pakes (1996) excluded observations with zero investment to keep their policy function invertible, we exclude observations for which \( l_{it} = l_{it-1} \).

**Identification** — While it is not possible to associate individual parameters in \( \Omega \) with individual statistics in \( \Omega \), particular statistics play relatively key roles in identifying particular parameters. We devote this section to a discussion of these relationships.

To begin, the sample-based estimates of \( \frac{\sigma - 1}{\sigma} (1 - \alpha) \) and \( d_F(\eta_0) \) provide a basis for inference regarding \( \alpha \) and \( \sigma \). This is because, for any given value of \( \left( \frac{\sigma - 1}{\sigma} \right) (1 - \alpha) \), the elasticity of revenue with respect to labor, \( \alpha \Lambda \), increases monotonically in \( \sigma \). Thus, loosely speaking, the regression of revenue on employment—which is implied by the sample moments \( \text{cov}(\ln l_{it}, \ln G_{it}), \text{var}(\ln G_{it}), \text{and} \var(\ln l_{it})—\text{pins down} \ \sigma \).

And once \( \sigma \) and \( \frac{\sigma - 1}{\sigma} (1 - \alpha) \) are determined, \( \alpha \) and \( \Lambda \) are also implied. These moments also discipline \( \theta \). As we mentioned above, greater job turnover increases the pool of unemployed workers, and increases the

---

24 The alternative approach, commonly used, is to pre-estimate technology and taste parameters that can be identified without solving the dynamic problem, then treat them as parameters at the computationally intensive stage when parameters identified by the dynamic problem are estimated.

25 While a standard application of Olley-Pakes would involve correcting for selection bias, this is not appropriate in the present context. The reason is that our timing assumptions in Section 2.7 imply entry and exit decisions are made before the current productivity shock is realized.

26 In this regression, the error term is a function of \( z \) and thus is correlated with labor. But the dependence of \( l \) on \( z \) is built into our model, so under the maintained hypothesis that the model is correctly specified, there is no simultaneity bias. Put differently, by exploiting our model’s structure and assuming constant returns to scale, we avoid the need for a second stage Olley-Pakes step.
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vacancy fill rate, $\phi(V,U)$. Hence $\theta$ also helps determine how responsive firms’ employment levels are to $z$.

Next note that by inverting the revenue function, we can express $\ln z_t$ as a function of the data $(\ln l_t, \ln G_t, T^x_t)$ and several parameters discussed above $(d_F(\eta_0), \alpha, \Lambda)$. Thus, given these parameters, the data vector $(\ln l_t, \ln G_t, T^x_t, \ln l_{t+1}, \ln G_{t+1}, T^x_{t+1})$ determines $\ln z_{t+1}$ and $\ln z_t$, and the second moments of this vector imply the parameters of the autoregressive process that generates $\ln z_t$, i.e., $\rho$ and $\sigma_z$.

The average level of gross revenues—proxied by $E(\ln G_t)$—helps to identify the fixed cost of operating a firm, $c_p$. That is, larger fixed costs force low-revenue firms to exit, and thereby increase $E(\ln G_t)$ among survivors. The mean exporting rate $E(T^x)$ is informative about the fixed costs of exporting, $c_x$. Also, since the cost of creating a firm, $c_e$, must match the equilibrium value of entry, the estimated intercept $d_H$ from (29) helps us to pin down the price level $P$ in the estimation. In turn, this pins down the value of entry $V_e$ from (20). Further details are provided in online Appendix 4.

The job turnover rate among continuing firms is informative about the general magnitude of hiring costs, which scale with $c_h$. Similarly, the firm-size-specific job add rates are informative about frictions faced by firms in different states. More precisely, in the absence of labor market frictions, the job turnover rate, the firm size distribution, and the quintile-specific add rates would simply be determined by the productivity process. Deviations from these patterns require adjustment frictions, and quintile-specific patterns require different frictions for firms of different sizes. The parameter $\lambda_1$, which governs the convexity of hiring costs, determines the overall level of adjustment frictions. And $\lambda_2$, which governs scale economies in hiring costs, determines the relative stability of large versus small firms, as discussed above in Section 2.7. Other things equal, the smaller $\lambda_2$ is, the more rapidly the employment growth rate declines with firm size.

Finally, in combination with information on job turnover and hiring rates, the share of employment in the non-traded services sector and the cross-firm dispersion in log wages help to identify the matching function parameter ($\theta$), workers’ bargaining power ($\beta$), and the value of being unemployed ($b$). These parameters determine how rents are shared between the workers and the employers in hiring firms, and, as a result, the wage dispersion across firms.

Estimates and Model Fit — Table 2 reports our estimates of $\Omega$. Standard errors are constructed using the standard asymptotic variance expression, with $\hat{v}(\mathbf{m})$ bootstrapped from the sample data.$^{27}$ Since our data-based moments are calculated from a large survey of plants, sample variation in the moments is small. Almost by construction, this leads to small

$^{27}$Specifically, the variance covariance matrix is $(J'WJ)^{-1}(J'W)\hat{Q}(WJ)(J'WJ)^{-1}$, where $J = \partial\Omega'/\partial\mathbf{m}$, $W$ is the weighting matrix, and $\hat{Q} = \hat{v}(\mathbf{m} - \mathbf{m}(\Omega))$. 
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Table 2: **Parameters Estimated with Simulated Method of Moments**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Estimate</th>
<th>Std. Err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>Elasticity of substitution</td>
<td>6.667</td>
<td>0.0127</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Elasticity of output with respect to labor</td>
<td>0.195</td>
<td>0.0009</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Persistence of the z process</td>
<td>0.962</td>
<td>0.0001</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>Standard deviation of the z process</td>
<td>0.137</td>
<td>0.0003</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Bargaining power of workers</td>
<td>0.441</td>
<td>0.0011</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Elasticity of the matching function</td>
<td>1.838</td>
<td>0.0086</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Exogenous exit hazard</td>
<td>0.064</td>
<td>0.0005</td>
</tr>
<tr>
<td>$c_h$</td>
<td>Scalar, vacancy cost function</td>
<td>0.448</td>
<td>0.0035</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>Convexity, vacancy cost function</td>
<td>3.101</td>
<td>0.0110</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>Scale effect, vacancy cost function</td>
<td>0.385</td>
<td>0.0012</td>
</tr>
<tr>
<td>$b$</td>
<td>Value of home production</td>
<td>0.433</td>
<td>0.0014</td>
</tr>
<tr>
<td>$l_e$</td>
<td>Initial size of entering firms</td>
<td>5.906</td>
<td>0.0359</td>
</tr>
<tr>
<td>$c_p$</td>
<td>Fixed cost of operating</td>
<td>7.839</td>
<td>0.0245</td>
</tr>
<tr>
<td>$c_x$</td>
<td>Fixed exporting cost</td>
<td>112.943</td>
<td>1.2062</td>
</tr>
<tr>
<td>$c_e$</td>
<td>Entry cost for new firms</td>
<td>15.794</td>
<td>0.1194</td>
</tr>
<tr>
<td>$D_F$</td>
<td>Foreign market size</td>
<td>2,379.900</td>
<td>150.6402</td>
</tr>
</tbody>
</table>

diagonal elements of $\text{vâr}(\mathbf{m})$. Our solution algorithm is summarized in online Appendix 4.

Overall, the model fits the data quite well.\(^{28}\) In particular, it captures the size distribution of firms (Figure 4, first two bars in each bin), the exit rate, the persistence in employment levels, and the variation in growth rates across the plant size distribution. The model underestimates wage dispersion a bit, but this is to be expected, since our data-based measure of wage dispersion controls for only five types of workers, and thus reflects some unobserved worker heterogeneity. In contrast, our model-based dispersion measure is based on the assumption of homogenous effective labor units.

Estimates of $b$, $c_p$, $c_x$ and $c_e$ are measured in terms of our numeraire—the price of the service good, or equivalently, the average annual service sector wage. We calculate this to be $w_s = $3,461 in 2012 US dollars during the sample period so, expressed in dollars, the sunk cost of creating a new firm is 15.794 $\times$ $3,461 = $54,663, the annual fixed cost of operating a business amounts to 7.839 $\times$ $3,461 = $27,131, and the fixed cost of exporting is 112.943 $\times$ $3,461 = $390,896.\(^{29}\) (The magnitude of the latter figure reflects the large gap in our sample between the average revenues of exporters and non-exporters.) To put these numbers in context, the mean and median annual sales of a Colombian manufacturing firm during the sample period were $4,418,360 and $508,970, respectively.

Several other features of our results on preferences and technology merit comment. First,\(^{28}\) At fitted values, the average percentage deviation between data- and model-based moments is 11.1 percent.\(^{29}\) The data are expressed in thousands of 1977 pesos. In 1977, there were 46.11 pesos per dollar, and based on the US producer price index, a dollar in 1977 was worth 3.116 dollars in 2012. We therefore convert the average industrial wage per effective worker into 2012 US dollars as: $\bar{w} \times 3.116/46.11 = $4,153. Then using the ratio of service sector wages to average industrial wages, we compute the service sector wage $w_s = 4,153/1.2 = 3,461.$
our estimate of the elasticity of substitution among differentiated industrial goods, \( \sigma = 6.67 \), is very much in line with the literature.\(^{30}\) Second, given our estimates of \( \alpha \) and \( \sigma \), the elasticity of value added with respect to labor is \( \alpha \Lambda = 0.52 \). (Recall that \( \Lambda = \frac{\sigma^\alpha - 1}{\sigma - (1 - \alpha)(\sigma - 1)} \).) This figure falls a bit below the range typically estimated for value-added production functions.\(^{31}\) Third, we find substantial persistence in the \( z \) process (\( \rho = 0.96 \)). This relatively high estimate reflects the fact that, unlike most estimates of productivity processes, we treat capital stocks as fixed upon entry and common across firms. This effectively bundles persistence in employment due to capital stocks into the \( z \) process. Fourth, we estimate that about 40 percent of the 10.4 percent firm exit rate (Table 1) is due to adverse productivity shocks, and 60 percent is due to factors outside our model (\( \delta = 0.064 \)). Finally, our model allows us to infer the typical size at which firms enter, recognizing that they do not actually appear in the database until they have acquired 10 workers. This entry size amounts to \( l_e = 5.91 \) workers.

The remaining parameter estimates in Table 2 concern labor markets. These too are plausible. The returns to home production by unemployed workers is 43 percent of the the secure wage they could have earned if they had committed to work in the service sector. The matching function parameter, \( \theta = 1.84 \), is close to the value of 2.16 that Coşar (2013) calibrates using aggregate labor market statistics from Brazil, and not far from the value of 1.27 that den Haan, Ramey, and Watson (2000) obtain in calibrating their model to the US economy. The bargaining parameter, \( \beta = 0.44 \), implies workers have a bit less bargaining power than firms when dividing the rents from a match. Finally, the parameters of the vacancy cost function imply both short-run convexities (\( \lambda_1 = 3.10 \)) and substantial scale economies (\( \lambda_2 = 0.39 \)).\(^{32}\)

---

\(^{30}\)Estimates of the elasticity of substitution vary widely; our figure falls somewhere in the middle. For example, using establishment data from Slovenia, De Loecker and Warzynski (2012, Tables 2 and 3) estimate mark-ups ranging from 0.13 to 0.28, implying demand elasticities that range from 2.27 to 8.3. Similarly, using firm-level Indian data, De Loecker et al. (forthcoming) estimate a median mark-up of 1.10, implying a demand elasticity of 11, although they find the distribution of mark-ups is spread over a wide range of values. Using trade data, Baier and Bergstrand (2001) estimate a demand elasticity of 6.43, while Broda and Weinstein (2006) get estimates around 12 for their most disaggregated (10 digit HTS) data.

\(^{31}\)Direct comparisons with other recent studies are difficult because most control for capital stocks, and most estimate gross production functions rather than value added functions. One well-known study that does estimate a value-added function is Olley and Pakes (1996). Their preferred estimate of the elasticity of value-added with respect to labor is 0.61—a bit higher than our 0.56. Another well-known study, Ackerberg, Caves, and Frazer (2006), reports estimates between 0.75 and 1.0. When comparing to studies that estimate gross physical production functions (correcting for price variation), it is perhaps best to focus on the ratio of the labor elasticity (\( \alpha \)) to the materials elasticity. In our model this figure is \( \alpha/(1-\alpha) \). In other studies it is either \( \alpha_{\text{labor}}/\alpha_{\text{materials}} \) or \( \alpha_{\text{labor}}/(\alpha_{\text{materials}}+\alpha_{\text{capital}}) \), depending upon whether one treats capital as a material input. Several recent studies of selected industries find the first measure falls around 0.33 while they find the latter falls around 0.25 (e.g., De Loecker 2011; De Loecker et al. forthcoming).

\(^{32}\)Our estimate of \( \lambda_1 \) is consistent with the available evidence on hiring cost convexities (e.g., Merz and Yashiv 2007, and Yashiv 2006). We also come close to satisfying the relationship \( \lambda_2 = 1 - 1/\lambda_1 \) implied by Nilsen, Salvanesa, and Schiantarelli’s (2007) specification.
Table 3: Model Implications for Additional Statistics

<table>
<thead>
<tr>
<th></th>
<th>Data</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue share of exports</td>
<td>0.090</td>
<td>0.156</td>
</tr>
<tr>
<td>Relative market size (COL/RoW)</td>
<td>0.006</td>
<td>0.007</td>
</tr>
<tr>
<td>Manufacturing share of employment</td>
<td>0.226</td>
<td>0.335</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>0.108</td>
<td>0.049</td>
</tr>
</tbody>
</table>

| Exporters versus Non-exporters|        |        |
| ln(lx=1) - ln(lx=0) (size premium) | 1.402  | 1.977  |
| ln(wx=1) - ln(wx=0) (wage premium)    | 0.420  | 0.481  |
| Aggregate employment share of exporters | 0.360  | 0.457  |
| Aggregate revenue share of exporters       | 0.518  | 0.612  |

| Wage-Size Relationship |        |        |
| corr(w, l)             | 0.402  | 0.065  |

\[ \ln w = \alpha + \beta_1 \ln l + \beta_2 I^x + \varepsilon \]

\[ \ln l \text{ coefficient (} \beta_1 \text{)} \]

\[ I^x \text{ coefficient (} \beta_2 \text{)} \]

\[ R^2 \]

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.202</td>
<td>-0.086</td>
</tr>
<tr>
<td>\text{coefficient (} \beta_1 \text{)}</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td></td>
<td>0.137</td>
<td>0.651</td>
</tr>
<tr>
<td>\text{coefficient (} \beta_2 \text{)}</td>
<td>(0.005)</td>
<td>(0.004)</td>
</tr>
<tr>
<td></td>
<td>0.295</td>
<td>0.183</td>
</tr>
</tbody>
</table>

Notes: Data-based statistics are constructed using the same panel of establishment used for Table 1. Numbers in parentheses are OLS standard errors.

Drawing on our discussion in Section 2.7 above, we infer that per-worker vacancy posting costs rise substantially with firm size, holding the rate of employment growth constant: \( \lambda_1(1 - \lambda_2) = 1.91 > 1 \). Hence large firms in our model will tend to grow relatively slowly in response to productivity shocks. Since \( z \) innovations are similar at large and small firms—that is, \( \rho = 0.96 \) implies that mean reversion in \( z \) is very slow—this feature of the vacancy cost function plays a dominant role in shaping employment dynamics.

Non-Targeted Statistics and Out-of-Sample Fit — Before discussing policy implications of these estimates, we ask how well the model replicates features of the data that we did not use as a basis for identification. To address this question we construct several additional statistics in Table 3.

We start with the aggregates in the first panel. The pre-reform revenue share of exports, plotted in Figure 3, is 9 percent. In our estimation, we targeted the fraction of firms that export, and the revenue increment due to exporting \( d_F \), but did not explicitly target the revenue share of exports. The model generates a 15.6 percent share, reflecting the fact that the model does not allow new exporters to start with a lower revenue share of foreign sales (Eaton et al. 2014). In the model, \( D_H/(k^\sigma D_F^x) \) measures the size of domestic expenditures on tradable goods relative to total foreign demand for tradables. We estimate this ratio as 0.007. While it is hard to find an exact empirical counterpart to this statistic, we calculate
Colombia’s average GDP relative to the sum of its trade partners’ GDP over 1981-1990 and find a value of 0.006. Another relevant statistic is the employment share of manufacturing, which averaged 0.23 in the pre-reform period. Our model predicts an employment share of $L_q/(L_q + L_s) = 0.34$ for the industrial sector, so strictly speaking, it somewhat overstates the role of manufacturing in the Colombian economy. On the other hand, some tradable non-manufactured goods like coffee and cut flowers might be considered to be monopolistically competitive, so this discrepancy does not strike us as problematic. Finally, the model-generated unemployment rate among workers affiliated with the industrial sector, $L_u/(L_u + L_q)$, is 0.049 with a job finding rate of $\hat{\phi} = 0.71$. It is difficult to compare this rate to aggregate unemployment figures from Colombia, since our model abstracts both from labor market frictions in the service sector and observed or unobserved worker heterogeneity. While these extensions are beyond the scope of the current paper, we nonetheless note that the Colombian urban unemployment rate averaged 11 percent during the pre-reform period, an a back-of-the-envelope calculation implies that a service sector unemployment rate of 14 percent would reconcile our simulated industrial unemployment rate with pre-reform conditions.$^{33}$ The implication that unemployment is relatively high in the service sector is consistent with sector-specific job separation patterns observed in Colombia (See online Appendix 5.2).

As the second panel of Table 3 shows, Colombian exporters are larger (size premium) and pay higher wages (wage premium) than non-exporters. Also, as a group exporters account for more than a third of industrial employment and slightly more than half of total revenues. The model generates all of these patterns, although it overstates the gap between exporters and non-exporters. This tendency to overstate exporter premia while matching other moments reflects the fact that in our model, all firms above a threshold output level are exporters (see equation 11). The contrast between exporters and others could be weakened without sacrificing model fit by adding another source of firm heterogeneity—for example random fixed exporting costs. But the workings of the model that we wish to focus upon would be unaffected, so we opt for simplicity here.

This same deterministic relationship between output and exporting status makes it difficult for our model to generate the observed positive association between size and wages, conditional on exporting status. The third panel of Table 3 reports the wage-size relation-$^{33}$Assuming that workers must commit to one sector before searching, we can define sector-specific unemployment rates. Call the service sector unemployment rate $u_s$ and the industrial sector unemployment rate $u_q$. Then, with approximately one-third of the work force employed or searching for jobs in the industrial sector (i.e., $(L_u + L_q)/L = 1/3$), the economy-wide unemployment rate is related to the sector-specific unemployment rate by $\frac{1}{3}u_q + \frac{2}{3}u_s = 0.11$. While a higher unemployment rate would imply, contrary to what we observe in the data higher wages in the current model without heterogeneity, a model with worker heterogeneity and labor market frictions in the service sector can generate higher unemployment and lower wages in the service sector if lower skilled workers sort themselves into the service sector.
ship. While our model generates a positive unconditional correlation, adding an exporter dummy to the model-based regression of log wages on log employment turns the coefficient on log employment slightly negative.\footnote{Despite the differences in their wage setting, this result holds equally for both expanding and non-expanding firms.}\footnote{\footnotemark[34]} With the exporter dummy absorbing much of the cross-firm rent variation, two remaining forces are at work in our model. On the one hand, holding productivity and exporting status constant, the marginal revenue product of labor falls with employment, putting downward pressure on wages at large firms. On the other hand, holding exporting status constant, productivity shocks tend to induce a positive correlation between firm size and wages, as discussed in section I.K. In the model, the marginal revenue product effect dominates. But in the data, the relation between employment and exports is noisier and additional forces are at work, including unobserved worker heterogeneity and perhaps greater monopoly power among larger firms.\footnote{Similarly, since exporting is strongly correlated with productivity, a negative size-wage relationship obtains when we condition on productivity (see Table A1 in online Appendix 5.3).}

Finally, we ask how well our model does in capturing cross-worker (as opposed to cross-firm) residual wage inequality. Since our establishment survey data do not provide information on individual workers, we are unable to construct our own data-based version of this concept. However, we note that the pre-reform average Gini coefficient was around 0.53 (World Bank, 2013, and figure 3), while our model generates a Gini of 0.224. As an alternative statistic, Attanasio, Goldberg, and Pavcnik (2004) report the 1984-1990 average of unconditional standard deviation of log worker wages as 0.80 using the Colombian Household Survey (their Table 2a). The model counterpart is 0.380. Since both data-based measures incorporate observable and unobservable characteristics of workers and firms, and observable worker characteristics typically explain around a third of the wage variation in Mincer regressions (Mortensen 2005), it seems reasonable that our model generates around half of total dispersion by these measures.

4 Simulated Effects of Reforms and Globalization

4.1 The experiments

We are now prepared to examine the effects of reforms and global reductions in trade frictions in our estimated model. Our aim is to determine the extent to which these simulated effects capture the long-term changes in labor market outcomes documented in Figure 3.\footnote{Whenever possible, we focus on the post-2000 period because the early 1990s were too close to the reform years to plausibly approximate a new steady state and the late 1990s were characterized by a financial crisis and recession. However, some series such as job turnover and wage inequality are only available up to 2000.} We
begin by exploring the effects of reducing firing costs \( (c_f) \), tariffs \( (\tau_a) \), and iceberg costs \( (\tau_c) \) one by one, holding all other parameters at their baseline values. Then we consider two combinations of changes in these friction parameters. The first experiment ("Reforms") corresponds to Colombia’s reform package, which we approximate by cutting \( \tau_a \) from 1.21 to 1.11 and cutting \( c_f \) from 0.6 to 0.3. The second experiment ("Reforms and Globalization") keeps these two changes, but also reduces \( \tau_c \) from 2.50 to 2.19.

This 12.3 percent drop in \( \tau_c \) is chosen to match the observed increase in the aggregate revenue share of exports, given the reform-induced reductions in \( \tau_a \) and \( c_f \). It can be interpreted as capturing additional forces of globalization during the period under study, including the increased income and openness of Colombia’s trading partners, improvements in global communications, and general reductions in shipping costs (Hummels 2007). It also captures the integration of rapidly growing emerging markets into the global economy. We view these shocks as originating beyond Colombia’s borders, inasmuch as Latin America in general experienced a surge in trade that roughly matched Colombia’s.

### 4.2 Findings

Table 4 reports our baseline steady state equilibrium in column 1 and our counterfactual equilibria in columns 2 through 6. The firing costs \( c_f \), tariff rates \( \tau_a \), and iceberg costs \( \tau_c \) that correspond to each equilibrium are reported in the top panel of the table, and the remaining panels reports characteristics of the associated steady states. To keep orders of magnitude in a similar range, statistics reported in the bottom panel are normalized relative to their baseline values. Also, in order to isolate firm-size-specific turnover effects from the effects of shifts in the size distribution, we hold the size class cutoffs constant at their baseline values when calculating the average firm growth rates reported in the third panel. Further details on adjustments to the reforms can be found in online Appendix 5.4.

**Firing Cost Reductions** — First consider the effects of Colombia’s firing cost \( (c_f) \) reductions in isolation, holding tariffs \( (\tau_a) \) and external trade frictions \( (\tau_c) \) constant at their pre-reform levels (column 2). As discussed in section I.K, this reform favors large firms, inducing a rightward shift in the size distribution. And the concentration of workers at large, stable firms puts downward pressure on the job turnover rate through the distribution effect.

The rightward shift in the size distribution also concentrates job vacancies at firms that pay lower hiring wages, driving down the expected value of new jobs. As \( EJ_h^c \) falls, the unemployment rate falls too: Without such a tightening of the labor market, workers would cease searching for \( Q \)-sector jobs. Further, as tighter labor markets push down the job filling rate \( \phi \), they increase the cost of hiring (15) and compound the downward pressure on job turnover. For this reason, employment growth rates decline 1-2 percent for all but
### Table 4: The Effects of Reforms and Globalization

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>Labor</th>
<th>Tariff</th>
<th>Iceberg</th>
<th>Reforms</th>
<th>Reforms and Globalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_f) (firing cost)</td>
<td>0.60</td>
<td>0.30</td>
<td>0.60</td>
<td>0.60</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>(\tau_a) (ad valorem tariff rate)</td>
<td>1.21</td>
<td>1.21</td>
<td>1.11</td>
<td>1.21</td>
<td>1.11</td>
<td>1.11</td>
</tr>
<tr>
<td>(\tau_c) (iceberg trade cost)</td>
<td>2.50</td>
<td>2.50</td>
<td>2.50</td>
<td>2.19</td>
<td>2.50</td>
<td>2.19</td>
</tr>
</tbody>
</table>

#### Size Distribution

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Baseline</th>
<th>Labor</th>
<th>Tariff</th>
<th>Iceberg</th>
<th>Reforms</th>
<th>Reforms and Globalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>20th percentile</td>
<td>20.09</td>
<td>25.22</td>
<td>24.74</td>
<td>23.55</td>
<td>29.77</td>
<td>30.06</td>
</tr>
<tr>
<td>40th percentile</td>
<td>50.06</td>
<td>42.97</td>
<td>47.30</td>
<td>42.15</td>
<td>51.57</td>
<td>54.09</td>
</tr>
<tr>
<td>60th percentile</td>
<td>70.08</td>
<td>25.22</td>
<td>27.54</td>
<td>24.74</td>
<td>29.77</td>
<td>30.06</td>
</tr>
<tr>
<td>80th percentile</td>
<td>90.01</td>
<td>87.14</td>
<td>98.59</td>
<td>90.51</td>
<td>107.38</td>
<td>129.79</td>
</tr>
<tr>
<td>Average firm size</td>
<td>52.69</td>
<td>58.73</td>
<td>55.89</td>
<td>61.99</td>
<td>64.08</td>
<td>77.91</td>
</tr>
</tbody>
</table>

#### Firm Growth Rates

(at the baseline size quantiles)

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Baseline</th>
<th>Labor</th>
<th>Tariff</th>
<th>Iceberg</th>
<th>Reforms</th>
<th>Reforms and Globalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;20th percentile</td>
<td>1.28</td>
<td>1.36</td>
<td>1.26</td>
<td>1.28</td>
<td>1.43</td>
<td>1.49</td>
</tr>
<tr>
<td>20th-40th percentile</td>
<td>0.25</td>
<td>0.23</td>
<td>0.26</td>
<td>0.28</td>
<td>0.26</td>
<td>0.29</td>
</tr>
<tr>
<td>40th-60th percentile</td>
<td>0.19</td>
<td>0.17</td>
<td>0.20</td>
<td>0.22</td>
<td>0.18</td>
<td>0.21</td>
</tr>
<tr>
<td>60th-80th percentile</td>
<td>0.15</td>
<td>0.14</td>
<td>0.16</td>
<td>0.18</td>
<td>0.15</td>
<td>0.17</td>
</tr>
</tbody>
</table>

#### Aggregates

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Baseline</th>
<th>Labor</th>
<th>Tariff</th>
<th>Iceberg</th>
<th>Reforms</th>
<th>Reforms and Globalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rev. share of exports</td>
<td>1.00</td>
<td>1.02</td>
<td>1.36</td>
<td>2.01</td>
<td>1.39</td>
<td>2.50</td>
</tr>
<tr>
<td>Exit rate</td>
<td>1.00</td>
<td>0.96</td>
<td>1.02</td>
<td>1.13</td>
<td>0.96</td>
<td>1.03</td>
</tr>
<tr>
<td>Job turnover</td>
<td>1.00</td>
<td>0.90</td>
<td>1.01</td>
<td>1.03</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td>Mass of firms</td>
<td>1.00</td>
<td>0.96</td>
<td>0.95</td>
<td>0.74</td>
<td>0.88</td>
<td>0.66</td>
</tr>
<tr>
<td>Share of labor, (Q) sector</td>
<td>1.00</td>
<td>1.06</td>
<td>1.01</td>
<td>0.88</td>
<td>1.07</td>
<td>0.98</td>
</tr>
<tr>
<td>Vacancy filling rate (\phi)</td>
<td>1.00</td>
<td>0.93</td>
<td>1.04</td>
<td>1.11</td>
<td>0.99</td>
<td>1.09</td>
</tr>
<tr>
<td>Unemp. rate, (Q) sector</td>
<td>1.00</td>
<td>0.73</td>
<td>1.11</td>
<td>1.38</td>
<td>0.88</td>
<td>1.19</td>
</tr>
<tr>
<td>Std. wages (firms)</td>
<td>1.00</td>
<td>1.09</td>
<td>1.01</td>
<td>1.03</td>
<td>1.12</td>
<td>1.18</td>
</tr>
<tr>
<td>Std. wages (workers)</td>
<td>1.00</td>
<td>1.10</td>
<td>1.02</td>
<td>1.04</td>
<td>1.11</td>
<td>1.14</td>
</tr>
<tr>
<td>Std. (J) (firms)</td>
<td>1.00</td>
<td>1.05</td>
<td>1.03</td>
<td>1.06</td>
<td>1.09</td>
<td>1.18</td>
</tr>
<tr>
<td>Std. (J) (workers)</td>
<td>1.00</td>
<td>1.04</td>
<td>1.04</td>
<td>1.06</td>
<td>1.07</td>
<td>1.21</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>1.00</td>
<td>1.04</td>
<td>0.99</td>
<td>0.89</td>
<td>1.02</td>
<td>0.84</td>
</tr>
<tr>
<td>Real income</td>
<td>1.00</td>
<td>0.95</td>
<td>1.00</td>
<td>1.14</td>
<td>0.96</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Note: Aggregate statistics in the bottom panel are normalized by their baseline levels. Since there is no wage heterogeneity within firms, but firms are heterogeneous in size, wage and value \(J\) dispersion measures are reported at both the firm- and worker-level.

Despite inducing tighter labor markets, lower firing costs \(c_f\) in isolation actually pull down real GDP \((I/P)\) by 4 percent. (See online Appendix 3 for the definition of aggregate income \(I\).) This result is partly due to the reduction in the number of varieties \(N\) available to consumers, as production becomes concentrated at fewer firms. It is also due to an increase in the severity of the overhiring distortion that appears in this class of models (Stole and...
Finally, reductions in firing costs increase $Q$-sector income inequality by concentrating more workers at the low end of the wage distribution. This shift reflects the aforementioned reallocation of jobs toward large, stable firms, where the marginal revenue product of labor is relatively low. It also reflects the lingering presence of some low-productivity firms that would have exited to avoid paying firing costs under the baseline regime. By sticking around, these marginal firms increase the share of the workforce that is paid reservation wages. (Note that our inequality measures only characterize the population of employed $Q$-sector workers.)

Trade Liberalization — Consider next the simulated effects of Colombia’s tariff reductions, holding $c_f$ and $\tau_c$ constant at their pre-reform levels. This experiment is summarized in column 3 of Table 4. As with the firing cost reduction, this reform induces a rightward shift in the upper tail of the plant size distribution. Now, however, the shift occurs because larger producers take advantage of cheaper imported intermediates to expand their exports. By itself, this concentration of workers at large firms would reduce job turnover through the distribution effect. But with increased foreign demand, the sensitivity effect is also in play, causing firm and job turnover to rise with tariff reductions. Further, small unproductive firms tend to exit relatively frequently after tariffs fall, since they face greater import competition without the benefit of more sales in export markets. Overall, the net effect is a small increase in turnover rates, an 11 percent increase in $Q$-sector unemployment, and a 4 percent increase in job filling rates ($\phi$) as the expected value of $Q$-sector jobs rises and each vacancy attracts more searching workers.

Inequality also tends to rise with Colombia’s trade liberalization, especially when measured in terms of lifetime welfare ($J$). The reason is that, like firing cost reductions, tariff reductions favor large firms. As these firms expand their exports, they generate additional rents to share with their workers, who were already relatively well-paid, and whose jobs were already relatively secure. Finally, by itself, Colombia’s trade liberalization would have left real income unchanged, as the standard Melitzian (2003) selection effects favoring productive firms would have been counteracted by the loss of variety when the number of firms in the industrial sector declines.

Reduced Iceberg Costs — Reductions in iceberg costs and reductions in tariffs both encourage trade, although reductions in $\tau_c$ have a direct effect on exporting costs that is not present when we reduce $\tau_a$. This similarity of the two experiments explains why qualitatively, the direction of movement for all variables is the same in column 4 as it is column 3. Note, however, that the effects of the reduction in iceberg costs are much stronger across the

---

37While workers bargain individually, each is treated marginally and paid the same wage. As the net revenue function (13) is subject to diminishing marginal returns to labor, wages decrease as firms expand. This creates an externality that firms exploit by overhiring.
board. This is partly because the reduction is larger—17 percent for $\tau_c$ versus 10 percent for $\tau_a$—and partly because of the direct effect of iceberg costs on the returns to exporting. The reduction in the mass of firms, the increase in real income, and the increase in the unemployment rate are particularly dramatic.

The Reform Package — The combined effects of Colombia’s trade and labor market reforms are summarized in column 5 of Table 4. When studied in isolation, these two reforms had opposing effects on some variables, like exit, unemployment, and job turnover. So it is unsurprising that the net effect of the reform package on these variables tends to be muted. Other variables, including the number of firms, firm size quantiles, and inequality measures responded in qualitatively similar ways to tariff reductions and to lower firing costs. Among this latter group of variables, the effects of the two reforms tend to compound each other. Note in particular that the responses of the size distribution and the percentage of firms exporting suggest that there were some complementaries between the two policies. That is, reductions in firing costs appear to have encouraged relatively productive firms to respond more dramatically to trade liberalization, participating in the foreign market at a higher rate and becoming larger than they would have otherwise. So just as policy makers hoped, greater labor market flexibility appears to have increased the competitiveness of Colombian producers (refer to footnote 1).

Reforms and Globalization — Our final experiment examines the combined effects of the three shocks discussed above. We begin our discussion of findings by examining the associated shifts in the plant size distribution. Figure 4 juxtaposes the simulated distribution with the distribution observed in the data during the pre- and post-reform periods. Since the post-reform data are only available in terms of the number of workers, we report numbers of workers (not effective workers as we did in Table 1), both for the model and for the data (see online Appendix 5.1 for details). Note that our post-reform simulation matches the actual movement in the Colombian plant size distribution quite closely, not only in terms of average size, but also in terms of shape. (Refer to the third and fourth bar in each cluster.) The firing cost effects discussed earlier and the trade-related selection effects emphasized by Melitz (2003) both play a role in inducing this shift.

Interestingly, however, our simulations do not explain the increase in aggregate job turnover documented in Panel 2 of Figure 3. In fact, they imply a small decline (column 6 of Table 4). This reflects the importance of the induced rightward shift in the size distribution of firms. The left-hand panel of Figure 5 shows that without any distribution effect, the reforms and globalization would have increased employment growth rates by several percentage points for firms in all states. However, the tendency for all of the shocks to concentrate workers at relatively stable firms was more than sufficient to offset the tendency for openness to reduce job security. It is not clear how much of the gap between simulated
and actual turnover rates reflects lack of transitional dynamics in the model economy. Our Figure 3 series on post-reform turnover rates is particularly short, and it appears to trend downward until the 1999 financial crisis.

By increasing rents at large, productive firms, globalization increases expected industrial wages. Hence, as discussed in section I.K, the industrial unemployment rate must rise to keep the expected payoff the same for workers in each sector. Largely for this reason, our globalization and reform experiment implies a one percentage point increase in the unemployment rate—about half of the 2.2 percentage point increase observed in the data between 1981-1990 and 2000-2006 (panel 3 of Figure 3). However, as with turnover rates, the effects of Colombia’s financial crisis and recession at the end of the 1990s make it difficult to infer reform-induced changes in unemployment from the data.

As we argued in Section 3, unemployment alone is an insufficient measure of labor market conditions in developing countries. The declining employment share of manufacturing and the corresponding rise in self-employment, mostly associated with personal services, point to a further deterioration of stable employment opportunities for workers (Panels 4 and 5 of Figure 3). As shown in the last column of Table 4, our model implies a 6 percent decline in industry’s share of employment, thereby accounting for about a third of the observed 17
percent contraction observed in the data (see Section 3.1).  

Next consider wage inequality. While the average real wage ($\bar{w}/P$) increases with reforms and globalization, the shift in the wage schedule depends very much upon employer states ($z, l$). The right-hand panel of Figure 5 shows changes in firm-level wages from their baseline values. Wages become more polarized as relatively productive firms benefit from additional export sales and pay higher wages, while smaller, less productive firms suffer from increased import competition and lower their wages. This rent polarization is reflected in cross-firm wage dispersion, cross-worker wage dispersion, and lifetime earnings ($J$) dispersion (Table 4, column 6). Our model therefore provides a lens through which to interpret the substantial increase in overall inequality observed in Colombia (Panel 6 of Figure 3).

Finally, our "Reforms and Globalization" experiment predicts sizeable aggregate income gains from globalization through increased selection, market share reallocations, and cheaper intermediates. These effects dominate the upward pressure on our exact price index ($P$) that results from a fall in the measure of varieties ($N$), generating a 12 percent increase in real income with respect to the baseline. The net welfare implications of these income gains would ideally be calculated by weighing them against the negative effects of greater wage dispersion and higher unemployment rates. But to do so properly would require introducing risk aversion into the model, substantially complicating the analysis.

Robustness — As we noted earlier, our estimation strategy dictated that we set the unit of time in our model equal to one year. To explore the implications of this choice,
we have calibrated a quarterly version of our model (see online Appendix 6 for details). Since this exercise is based on a number of approximations, we view it as only suggestive. Nonetheless, it indicates how our results might have been affected by our choice of periodicity. In particular, other things equal, allowing workers to search more frequently increases their reservation wages. This reduces wage dispersion and tightens the labor market. So, in order to still match the data in terms of wage inequality and job turnover, the quarterly version of our model requires a lower self-employment income \( (b) \), a lower matching function elasticity \( (\theta) \), and a higher elasticity of demand \( (\sigma) \).

These parameter adjustments do not affect the model’s qualitative and quantitative predictions regarding labor market responses to tariffs, iceberg costs and firing costs \( (\tau_a, \tau_c, \text{ and } c_f) \). Job turnover decreases while wage dispersion and industrial sector unemployment increase in response to the "Reforms and Globalization" experiment. However, the relative magnitudes of some adjustments do depend on the unit of time in the model. Specifically, in the quarterly model, increased inequality shows up more through the dispersion of worker welfare and less through wage dispersion. Also, the responses in job turnover and unemployment are slightly less dramatic in the quarterly model (see Tables 4 and A4).

5 Summary

In Latin America and elsewhere, globalization and labor market reforms have been associated with greater wage inequality, higher unemployment rates, and more job turnover. We formulate and estimate a dynamic structural model that links these developments. Our formulation combines ongoing firm-level productivity shocks and Melitz-type (2003) trade effects with labor market search frictions, firing costs, and worker-firm wage bargaining.

Fit to micro data from Colombia, the model delivers several basic messages. First, this country’s tariff reductions and labor market reforms in the early 1990s explain a significant fraction of the heightened inequality it experienced during the following decade, but they are unlikely to have been the reason that job turnover and unemployment increased. Second, global reductions in trade frictions compounded the inequality effects of reforms, and go some way toward explaining higher unemployment rates as well. Finally, had tariff reductions and global reductions in trade frictions not been accompanied by labor market reforms, their negative effects on unemployment would have been larger, and they would also have tended to increase job turnover.

Many other countries registered growth rates in merchandise trade similar to Colombia’s over the past two decades, even without major commercial policy reforms. To the extent that these surges were caused by the international integration of product markets, globalization may have contributed to similar labor market outcomes in these countries as well.
In principle, our analysis could be extended in several directions. First, incorporating worker heterogeneity would permit us to link openness with wage effects among workers with different skills and/or at different stages in their careers. Second, a more fully-articulated representation of the service sector would allow us to better characterize economy-wide patterns of unemployment and perhaps also explicitly deal with informal jobs. Finally, introducing risk aversion would permit us to formally link job turnover rates to welfare, and to examine the trade-off between static gains from trade and losses from heightened risks of job loss. We see these extensions as interesting directions for future work.
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1 The Revenue Function

Value added net of exporting costs as a function of $z$ and $l$ (equation 12 in the paper) is given by

\[
R(z, l) = \max_m \left\{ G(zl^\alpha m^{1-\alpha}) - Pm - c_x T^x (zl^\alpha m^{1-\alpha}) \right\}.
\]

(1)

Given $G(z, l, m) = \exp [d_H + d_F(\eta^0)] (zl^\alpha m^{(1-\alpha)})^{\frac{\sigma - 1}{\sigma}}$, the first order condition for $m$ reads as

\[
Pm = (1 - \alpha) \left( \frac{\sigma - 1}{\sigma} \right) \exp [d_H + T^x d_F(\eta^0)] (zl^\alpha m^{(1-\alpha)})^{\frac{\sigma - 1}{\sigma}},
\]

or rearranging,

\[
m = \left( \frac{(1 - \alpha)(\sigma - 1)}{\sigma} \exp [d_H + T^x d_F(\eta^0)] \right)^{\frac{\sigma - 1}{\sigma}} (zl^\alpha)^{\Lambda},
\]

(2)

where $\Lambda = \frac{\sigma - 1}{\sigma - (1-\alpha)(\sigma - 1)} > 0$.

Using this expression to eliminate $m$ from $G(z, l, m)$ yields:

\[
G(z, l) = \exp [d_H + T^x d_F(\eta^0)] (zl^\alpha)^{\frac{\sigma - 1}{\sigma}} \frac{(1 - \alpha)(\sigma - 1)}{\sigma} \exp [d_H + T^x d_F(\eta^0)] \left( \frac{(1 - \alpha)(\sigma - 1)}{\sigma} (zl^\alpha)^{\Lambda} \right),
\]

\[
= \exp [d_H + T^x d_F(\eta^0)] (zl^\alpha)^{\frac{\sigma - 1}{\sigma}} \left( 1 - \alpha \right) \left( \frac{\sigma - 1}{\sigma} \right) \exp [d_H + T^x d_F(\eta^0)] \left( 1 - \alpha \right)^{\Lambda} (zl^\alpha)^{\Lambda},
\]

\[
= P^{-(1-\alpha)\Lambda} \left( 1 - \alpha \right) \left( \frac{\sigma - 1}{\sigma} \right) \left( 1 - \alpha \right)^{\Lambda} \left(\sigma - 1\right)^{\Lambda} (zl^\alpha)^{\Lambda},
\]

where the derivation uses the fact that

\[
\frac{\sigma - 1}{\sigma} + \Lambda \frac{(1 - \alpha)(\sigma - 1)}{\sigma} = \frac{(\sigma - 1)}{\sigma} [1 + (1 - \alpha)\Lambda] = \Lambda.
\]
We can now derive a parameterized version of the net revenue function (equation 13 in the paper). From (2), optimal expenditures on intermediate inputs are:

$$P_m = P^{-(1-\alpha)\lambda} \left[ (1-\alpha) \frac{\sigma - 1}{\sigma} \right] \exp \left[ d_H + T^x d_F(\eta^0) \right] \frac{\vec{\tau}^x_{\eta^0}}{\sigma} \left( zl^\alpha \right)^\lambda.$$

Subtracting this expression and fixed exporting costs from gross revenues yields:

$$R(z, l) = G(z, l) - P_m - c_x T^x(z, l)$$

$$= \left[ 1 - (1-\alpha) \frac{\sigma - 1}{\sigma} \right] P^{-(1-\alpha)\lambda} \left[ (1-\alpha) \frac{\sigma - 1}{\sigma} \right] \exp \left[ d_H + T^x d_F(\eta^0) \right] \frac{\vec{\tau}^x_{\eta^0}}{\sigma} \left( zl^\alpha \right)^\lambda - c_x T^x(z, l)$$

$$= \left[ \frac{\sigma - (1-\alpha)(\sigma - 1)}{\sigma} \right] P^{-(1-\alpha)\lambda} \left[ (1-\alpha) \frac{\sigma - 1}{\sigma} \right] \exp \left[ d_H + T^x d_F(\eta^0) \right] \frac{\vec{\tau}^x_{\eta^0}}{\sigma} \left( zl^\alpha \right)^\lambda - c_x T^x(z, l)$$

$$= \Theta P^{-(1-\alpha)\lambda} \exp \left[ d_H + T^x d_F(\eta^0) \right] \frac{\vec{\tau}^x_{\eta^0}}{\sigma} \left( zl^\alpha \right)^\lambda - c_x T^x(z, l),$$

where $\Theta = \left( \frac{1}{1-\alpha} \right) \left[ (1-\alpha)(\sigma - 1) \right] \frac{\vec{\tau}^x_{\eta^0}}{\sigma}$. Note that $\alpha \lambda < 1$, so the net revenue function displays diminishing marginal returns to labor.

2 The Wage Functions

2.1 Hiring Wages

For a hiring firm in state $(z', l')$, the marginal worker generates surplus

$$\Pi^{firm} = \frac{1}{1 + \tau} \left[ \frac{\partial \tilde{\pi}(z', l')}{\partial l'} + \frac{\partial V(z', l')}{\partial l'} \right], \quad (3)$$
where \( \tilde{\pi}(z', l') = R(z', l') - w(z', l')l' \) measures current period profits and \( \frac{\partial V(z', l')}{\partial l'} \) measures the effect of the marginal worker on next period’s expected hiring or firing costs.\(^1\) Note that it is possible that a firm hires in the current period and exits at the beginning of the next period. In this case, the effect of the marginal worker on the firm’s continuation value is \( \frac{\partial V(z', l')}{\partial l'} = 0 \).

Given the wage schedule \( w(z', l') \), the marginal worker at this hiring firm enjoys surplus:

\[
\Pi^{\text{work}} = \frac{1}{1 + r} \left[ w(z', l') + J^e(z', l') - (b + J^0) \right].
\] (4)

Combined with the Nash bargaining condition,

\[
(1 - \beta) \Pi^{\text{work}} = \beta \Pi^{\text{firm}},
\] (5)

these expressions allow us to derive the hiring wage schedule. The formulation of the bargaining problem follows Bertola and Caballero (1994), Bertola and Garibaldi (2001), and Koeniger and Prat (2007). If one assumes that a firm has to pay the firing costs in case the bargaining fails, then these costs should be subtracted from its threat point. Ljungqvist (2002) discusses alternative assumptions for the case of one-worker one-firm matching models. We assume that separations are costless when bargaining fails (which don’t happen in equilibrium), so firing costs do not figure into (3).

The derivation first uses (3), (4) and (5) to express total worker surplus in terms of total firm surplus:

\[
\Pi^{\text{work}} = \frac{\beta}{1 - \beta} \frac{1}{1 + r} \left[ \frac{\partial \tilde{\pi}(z', l')}{\partial l'} + \frac{\partial V(z', l')}{\partial l'} \right].
\] (6)

Assuming that continuation values are shared the same way as current flows, we can write:\(^2\)

\[
\beta \frac{\partial V(z', l')}{\partial l'} = (1 - \beta) [J^e(z', l') - J^0].
\] (7)

\(^1\)To see the latter, let \( I^f(z'', l') \) be an indicator function for whether a firm in interim state \( (z'', l') \) will fire workers. Also, let \( I^e(z', l') \) be an indicator function for whether a firm beginning next period in state \( (z', l') \) will continue to operate. Then the envelope theorem implies the derivative of the continuation value of the marginal worker can be written as the probability-weighted average of the expected savings in hiring costs next period, given expansion, and the extra firing costs incurred, given contraction:

\[
\frac{\partial V(z', l')}{\partial l'} = \frac{\partial E_{z''|z'} \max \left[ \pi(z'', l', l'') + V(z'', l'') \right]}{\partial l'} = E_{z''|z'} \frac{\partial \pi(z'', l', l'')}{\partial l'} = E_{z''|z'} I^e(z', l') \left[ 1 - I^f(z'', l') \frac{\partial \text{Ch}(l', l'')}{\partial l'} - I^f(z'', l') c_f \right].
\]

\(^2\)An alternative assumption would be to share the continuation values according to the bargaining rule only when they are positive, with firms absorbing all firing costs when they are incurred. An earlier version of our paper used this sharing rule.
Substituting these sharing rules into the worker’s surplus equation (4) and the total surplus sharing rule (6), the wage function must solve:

$$\frac{\beta}{1 - \beta} \left[ \frac{\partial \pi'(z', l')}{\partial l'} + \frac{\partial V(z', l')}{\partial l'} \right] = w(z', l') - b + \frac{\beta}{1 - \beta} \frac{\partial V(z', l')}{\partial l'}.$$  

(8)

Cancelling terms, re-arranging, and using $\frac{\partial \pi'(z', l')}{\partial l'} = \frac{\partial R(z', l')}{\partial l'} - w(z', l') - \frac{\partial w(z', l')}{\partial l'} l'$, equation (8) implies:

$$w(z', l') = (1 - \beta)b + \beta \left[ \frac{\partial R(z', l')}{\partial l'} - \frac{\partial w(z', l')}{\partial l'} l' \right].$$  

(9)

Finally, following footnote 10 in Koeninger and Prat (2007), which in turn is based on Bertola and Garibaldi (2001), one can solve this differential equation. First re-write (9) in the form:

$$\frac{dx(l')}{dl'} + x(l')p(l') + q(l') = 0,$$

(10)

where

$$x(l') = w(z', l'),$$

$$p(l') = 1/(\beta l'),$$

and

$$q(l') = - \left[ \frac{\partial R(z', l')}{\partial l'} + \frac{(1 - \beta)b}{\beta} \right] / l'.$$

Plugging these expressions for $x(l')$, $p(l')$, and $q(l')$ into the solution to equation (10), and recalling $\frac{\partial R(z,l)}{\partial l} = \Delta \alpha \Lambda z^\Lambda l^{\alpha \Lambda - 1}$, we can then express wages as

$$w(z', l') = (l')^{-1/\beta} \int_0^{l'} \Delta \alpha \Lambda (z')^\Lambda x^{ \frac{1 - \beta}{\beta} x^{\alpha \Lambda - 1} } dx + (1 - \beta)b.$$

Integration yields the wage expression in the text:

$$w_h(z', l') = (1 - \beta)b + \frac{\beta}{1 - \beta + \alpha \beta \Lambda \Delta \alpha \Lambda (z')^\Lambda (l')^{\alpha \Lambda - 1}} = \frac{\partial R(z', l')}{\partial l'}.$$  

(11)

### 2.2 Firing Wages

To derive the firing wage schedule, we begin by writing the value of employment at a firing firm in the interim stage as

---

3Here, we suppressed the dependence of $\Delta(\cdot)$ on $l'$ since $\partial \Delta / \partial l' = 0$ if the firm’s exporting decision does not depend on the marginal worker. Since workers bargain individually and simultaneously with the firm, no single worker will be taken as the marginal worker for the export decision.
\[ J_f^e(z', l) = \frac{1}{1+r}[p_f(z', l)(1+r)J^u + (1-p_f(z', l)) (w_f(z', l') + J^e(z', l'))] , \]

where \( l' = L(z', l) \) and \( p_f(z', l) = (1-l')/l' \) is the probability of being fired. Workers randomly laid off in the interim stage go back to the unemployment pool and can search for a job within the same period. Those who are retained do so for a wage level \( w_f(z', l') \) that leaves them indifferent between staying and leaving. For this to be the case, the two terms inside the bracket must be equal, i.e.,

\[ w_f(z', l') + J^e(z', l') = (1+r)J^u , \]

which yields the wage schedule according to which workers in firing firms are paid:

\[ w_f(z', l') = rJ^u - [J^e(z', l') - J^u] . \]

3 Steady State Equilibrium

Let the transition density of the Markov process on \( z \) be denoted by \( \Omega(z'|z) \). Given a measure of aggregate expenditure abroad denominated in foreign currency, \( D_f^e \), a steady state equilibrium for a small open economy consists of a measure of domestic differentiated goods \( N_H \); an exact price index for the composite good \( P \); an aggregate domestic demand index for industrial goods \( D_H \); aggregate income \( I \); a measure of workforce in services \( L_s \); a measure workers in differentiated goods sector \( L_d \); a measure of workers searching for jobs in the industrial sector \( U \); a measure of unemployed workers \( L_u \); the job finding rate \( \phi \); the exit rate \( \mu_{exit} \); the fraction of firms exporting \( \mu_x \); the measure of entrants \( N_e \); the value and associated policy functions \( V(z, l), L(z, l), \mathcal{I}^h(z, l), \mathcal{I}^c(z, l), \mathcal{I}^x(z, l), J^o, J^u, J^e \); and \( \mathcal{I}^e \); the wage schedules \( w_h(z, l) \) and \( w_f(z, l) \); the exchange rate \( k \); and end-of period and interim distributions \( \psi(z, l) \) and \( \tilde{\psi}(z, l) \) satisfying the following conditions:

1. Steady state distributions: In equilibrium, \( \psi(z, l) \) and \( \tilde{\psi}(z', l) \) reproduce themselves through the Markov processes on \( z \), the policy functions, and the productivity draws upon entry. The interim distribution is composed of incumbent firms that did not exit at the beginning of the period and entering firms. Since all entering firms start the interim period with \( l_e \) workers and a productivity draw from \( \psi_e(z') \), we can measure the firms in state \((z', l)\) as:

\[
\tilde{\psi}(z', l) = \begin{cases} 
(1 - \delta) \int_z \Omega(z'|z) \psi(z, l) \mathcal{I}^e(z, l) dz 
& \text{if } l \neq l_e \\
\frac{N}{N_H} \psi_e(z') + (1 - \delta) \int_z \Omega(z'|z) \psi(z, l) \mathcal{I}^e(z, l) dz 
& \text{if } l = l_e 
\end{cases} ,
\]
where \( \frac{N_s}{N_H} \) is the fraction of firms that turn over every period for exogenous or endogenous reasons:

\[
\frac{N_s}{N_H} = 1 - (1 - \delta) \int_z \int_l \psi(z, l) T(z, l) dzdl.
\]

Applying the policy function for employment choices to \( \tilde{\psi}(z', l') \), we obtain the end-of-period distribution of firms across states:

\[
\psi(z', l') = \frac{\int_l \tilde{\psi}(z', l) I_L(z', l) = l' dl}{\int_l \int_l \psi(z'', l) I_L(z'', l) = l'' dl}
\]

where \( I_L(z', l) = 1 \) if \( L(z', l) = l' \) and \( I_L(z', l) = 0 \) otherwise.

2. Market clearance in the service sector: Demand for services comes from two sources: consumers spend a \( (1 - \gamma) \) fraction of aggregate income \( I \) on it, and firms demand it to pay their fixed operation and exporting costs, as well as labor adjustment and market entry costs. Aggregate income \( I \) itself is the sum of wage income earned by service and industrial sector workers, market services supplied by unemployed workers, tariff revenues rebated to worker-consumers, and aggregate profits in the industrial sector distributed to worker-consumers who own the firms, given by

\[
I = \int_z \int_l \psi(z, l)[T^h(z, l)w_h(z, l) + (1 - T^h(z, l))w_f(z, l)] dzdl + L_s + L_a b
\]

\[
+ D_H \tau_a^{-\alpha}(\tau_c k)^{1-\alpha}(\tau_a - 1)
\]

\[
+ N_H \int_z \int_l \psi(z, l)[\pi(z, l, L(z, l)) - \mu_{exit} c_e] dzdl.
\]

The average labor adjustment cost for firms in the interim with \( l \) is given by

\[
\overline{\tau} = \int_z \int_l C(l, L(z, l)) \tilde{\psi}(z, l) dl dz.
\]

The market clearance condition is then given by

\[
L_s + bL_u = (1 - \gamma)I + N_H(\overline{\tau} + c_p + \mu_x c_x) + N_e c_e.
\]

3. Labor market clearing: At the beginning of each period, the total number of industrial production jobs is

\[
L_q = N_H \overline{\tau}.
\]
where
\[ \bar{I} = \int_{z} \int_{l} l\psi(z, l)dl \, dz, \]  
(12)
is the sector’s average employment. Some of these jobs are destroyed as firms exit— for exogenous or endogenous reasons—or downsize. Summing these sources of job destruction, we obtain our measure of industrial workers who are thrown into unemployment before the interim period:
\[ \tilde{U} = \delta N_H \int_{z} \int_{l} l\psi(z, l)dl \, dz \]
\[ + (1 - \delta) N_H \int_{z} \int_{l} [1 - \bar{\pi}(z, l)]l\psi(z, l)dl \, dz \]
\[ + \bar{\pi} N_H \int_{z'} \int_{l} \bar{\pi}(z', l)[l - L(z', l)]l\psi(z', l)dl \, dz' \]

Recall that \( \bar{\pi}(z', l) = 0 \) for all entering firms, which must hire at least \( l_e \) workers. The associated rate of job destruction is:
\[ \mu_{\ell} = \frac{\tilde{U}}{\bar{L}q}. \]  
(13)

In the steady state equilibrium there are no net flows of workers out of the service sector. Accordingly, the total number of industrial job seekers each period includes those who just lost their jobs (\( \tilde{U} \)), and those who searched unsuccessfully for industrial jobs last period (\( U_u \)):
\[ U = \tilde{U} + U_u, \]  
(14)

Since \( U_u = (1 - \tilde{\phi})U \), equations (13) and (14) imply:
\[ U\tilde{\phi} = Lq\mu_{\ell}. \]

That is, the number of workers flowing into industrial jobs, \( U\tilde{\phi} \), must match the number of industrial jobs that are turning over. Finally, at the end of each period, workers either must have jobs in one of the sectors or be unsuccessful industrial job seekers:
\[ 1 = L_s + L_q + L_u. \]

On the vacancies side, the aggregate number of vacancies posted is given by
\[ V = N_H \int_{z'} \int_{l} v(z', l)l\tilde{\psi}(z', l)dl \, dz' + \bar{N}_e l_e/\phi, \]
which includes the \( l_c / \phi \) vacancies that entrants post to hire their initial workforce. The total number of vacancies, \( V \), together with \( U \), determines matching probabilities \( \phi(V, U) \) and \( \tilde{\phi}(V, U) \) that firms and workers take as given.

4. **Firm turnover:** In equilibrium, there is a positive mass of entry \( N_e \) every period so that the free entry condition

\[
V_e = \frac{1}{1 + r} \int_z \max_{\ell'} \left[ \pi(z, \ell, \ell') + V(z, \ell') \right] \psi_e(z) dz \leq c_e,
\]

holds with equality. The fraction of firms exiting is implied by the steady state distribution and the exit policy function,

\[
\mu_{exit} = (1 - \delta) \int_z \int_l [1 - T^e(z, l)] \psi(z, l) dl dz + \delta,
\]

and measure of exits equals that of entrants,

\[
N_e = \mu_{exit} N_H.
\]

5. **Trade balance:** Adding up final and intermediate demand, total domestic expenditure on imported varieties equals \( D_H (\tau_a \tau_e k)^{1-\sigma} \). Taking the import tariff into account, domestic demand for foreign currency (expressed in domestic currency) is thus \( D_H (\tau_a \tau_e k)^{1-\sigma} / \tau_a = D_H \tau_a^{-\sigma} (\tau_e k)^{1-\sigma} \). Tariff revenue is given by \( D_H \tau_a^{-\sigma} (\tau_e k)^{1-\sigma} (\tau_a - 1) \), and is returned to worker-consumers in the form of lump-sum transfers. Total export revenues are \( k D_X P^{1-\sigma}_X / \tau_e \) with the foreign market price index for exported goods \( P_X \) as defined in Section I.C in the paper. Trade is balance given by

\[
\frac{D_H (\tau_a \tau_e k)^{1-\sigma} / \tau_a}{\text{domestic demand for foreign currency}} = \frac{k D_X P^{1-\sigma}_X / \tau_e}{\text{export revenue}}.
\]

The exchange rate \( k \) moves to ensure that this condition holds. Balanced trade ensures that national income matches national expenditure.

6. Workers are indifferent between taking a certain job in the undifferentiated sector and searching for a job in the industrial sector: \( J^o = J^s = J^u \).
4 Numerical Solution Algorithm

To compute the value functions, we discretize the state space on a log scale using 550 grid points for employment and 60 grid points for productivity. We set the maximum firm size as 2000 workers and numerically check that this is not restrictive. In the steady state, a negligible fraction of firms reaches this size, which is also the case in the data. The algorithm works as follows:

1. Formulate guesses for $D_H, w_f(z, l), w_h(z, l), d_F$ and $\phi$. Given $\phi$, calculate $\tilde{\phi} = (1 - \phi^\theta)^{1/\theta}$.

2. Given $D_H, w_f(z, l), d_F, \phi$ and $w_h(z, l)$, calculate the value function for the firm, $V(z, l)$ as

$$V(z, l) = \max \left\{ 0, \frac{1 - \delta}{1 + r} E_C[z] \max_{l'} \left[ \pi(z', l, l') + V(z', l') \right] \right\},$$

and find the associated decision rules for exiting, hiring, and exporting. Calculate the expected value of entry, $V_e$, using equation (15). Compare $V_e$ with $c_e$. If $V_e > c_e$, decrease $D_H$ (to make entry less valuable) and if $V_e < c_e$, increase $D_H$ (to make entry more valuable). Go back to Step 1 with the updated value of $D_H$ and repeat until $D_H$ converges.

3. Given $w_f(z, l), d_F, \phi$ and the converged value of $D_H$ from Step 2, update $w_f(z, l)$. To do this, first calculate $J^e(z', l')$ using

$$J^e_h(z', l) = \frac{1}{1 + r} \left[ w_h(z', l') + J^e(z', l') \right],$$

and

$$J^e(z, l) = \left[ \delta + (1 - \delta)(1 - I^e(z, l)) \right] J^u$$

$$+ (1 - \delta)I^e(z, l) \max \left\{ J^u, E_{z'}[I^h(z', l)J^e_h(z', l) + (1 - I^h(z', l))J^u] \right\},$$

and imposing the equilibrium condition $J^u = J^u$. Given $J^e(z, l)$, update firing wage schedule using

$$w_f(z', l') = rJ^u - [J^e(z', l') - J^u].$$

Compare the updated firing wage schedule with the initial guess. If they are not close enough go back to Step 1 with the new firing wage schedule and repeat Steps 1 to 3 until $w_f$ converges. Note that if firing wages are too high, then $J^e(z, l)$—the value of being in a firm at the start of a period—is high, since the firm is less likely to fire workers. A high value of $J^e(z, l)$, however, lowers firing wages. Similarly, if firing wages are too low, then $J^e$ is low, which pushes firing wages up.
4. Given $\delta$ and $\phi$, the converged value of $D_H$ from step 2, and the converged value of $w_f(z,l)$ from Step 3, update $w_h(z,l)$ using

$$w_h(z',l') = (1 - \beta)b + \frac{\beta}{1 - \beta + \phi} \Delta(z',l') \alpha \Lambda(z')^{\alpha - 1}. \quad (20)$$

5. Given $\phi$, the converged value of $D_H$ from Step 2, the converged value of $w_f(z,l)$ from Step 3, and the converged value of $w_h(z,l)$ from step 4, calculate the trade balance. To do this:

(a) Given firms’ decisions, calculate $\psi(z,l)$ and $\bar{\psi}(z,l)$, the stationary probability distributions over $(z,l)$ at the end and interim states, respectively.

(b) Given $\bar{\psi}(z,l)$, calculate the average number of vacancies $\bar{\nu} = \int z \int l \psi(z',l) \bar{\psi}(z',l) dldz'$ and the average employment in the industrial sector using equation 12.

(c) Take a guess for $N_H$. Firms’ decisions and the steady state distribution $\psi(z,l)$ pin down exit rate $\mu_{exit}$ as defined above, which implies a mass of entrants $N_e = \mu_{exit} N_H$. Given $N_H, N_e, \bar{\nu}$ and $v_e = l_e/\phi$, calculate the unique mass of unemployed $U$ in the industrial sector solving

$$\phi(V, U) = \frac{M(V, U)}{V} = \frac{U}{[(N_H \bar{\nu} + N_e v_e) \theta + U \theta]^{1/\theta}}.$$

Given $U$, calculate $L_u = (1 - \bar{\phi})U$. Then, given $\bar{l}$, the size employment in the service sector is given by $L_s = 1 - L_u - N_H \bar{l}$. With $N_H, L_s, L_u, N_e, \bar{l}$ and $I$ (aggregate income) at hand, check if supply and demand are equal in the service sector:

$$L_s + bL_u = \underbrace{(1 - \gamma) I + N_H (\bar{\nu} + c_p + \mu_x c_x) + N_e v_e}_{\text{supply}}.$$

Update $N_H$ until this market clearance condition holds.

(d) Given the value of $N_H$ from Step 5c, calculate exports and imports. If exports are larger than imports, lower $d_F$; if exports are less than imports, increase $d_F$.

Go back to Step 1 with the updated value of $d_F$, and repeat until convergence.

6. Given the converged value of $D_H$ from Step 2, the converged value of $w_f(z,l)$ from Step 3, the converged value of $w_h(z,l)$ from Step 4, and the converged value of $D_F$ from Step 5, update $\phi$. In order to do that, first calculate $EJ_h^e$ using (17). Given $EJ_h^e$ and $\bar{\phi}$, calculate $J^u$ using

$$J^u = \left[ \bar{\phi} EJ_h^e + \frac{(1 - \bar{\phi})}{1 + r} (b + J^o) \right]. \quad (21)$$
If $J^o > J^u$, increase $\phi$ (to attract workers to the differentiated goods sector) and if $J^o < J^u$, we lower $\phi$ (to make the differentiated goods sector less attractive). Go back to Step 2, and repeat until $\phi$ converges.

### 4.1 Estimation Procedure

In the estimation of the model, we set $D_H$ and $d_F$ to their data counterparts, which allows us to skip Steps 2 and 5 above and considerably reduces the computation time. In order to compute $D_H$, we use the Olley-Pakes intercept $\tilde{d}_H$ estimated from

$$
\ln G_{it} = \tilde{d}_H + T_{it}d_F(\eta_0) + \left[\frac{\sigma - 1}{\sigma}(1 - \alpha)\right] \ln(Pm_{it}) + \varphi(\ln l_{it-1}, \ln l_{it}) + \xi_{it}, \tag{22}
$$

to calculate firms’ net revenue schedule $R(\cdot)$.

Furthermore, in the estimation, we treat foreign market size $D_F^*$ as a parameter to be estimated and $d_F$ as a moment to be matched. Given $\tilde{d}_H$ and the estimated value of the foreign market size parameter $D_F^*$, we calculate $\eta$ using

$$
\eta^o = \arg \max_{0 \leq \eta \leq 1} d_F(\eta) = \left(1 + \frac{\tau_c^{\sigma-1}D_H}{k^\sigma D_F^*}\right)^{-1}, \tag{23}
$$

which allows to use the implied $d_F$ directly in our solution algorithm. The price level $P$ and exchange rate $k$ can easily be solved in equilibrium so that trade balance holds and $\tilde{d}_H$ is consistent with $D_H$. Having used the empirical $\tilde{d}_H$ to construct the gross revenue function and solve for firms’ problem in the estimation, we can calculate the value of entry $V_e$. Assuming that the economy is in a steady state with positive entry, we back out $c_e$ by $c_e = V_e$. This approach to discipline the cost of entry $c_e$ is in line with the quantitative literature (Hopenhayn and Rogerson 1993).

In our policy experiments, however, we use the complete algorithm to compute equilibrium outcomes for given a set of parameters, including the cost of entry $c_e$. In these experiments, both $d_F$ and $D_H$ are equilibrium objects that respond to changes in $\tau_a$, $\tau_e$ and $c_f$.

### 5 Further Results and Data Sources

#### 5.1 Labor Units

Since workers are all identical in the model economy, we measure the labor input $l$ in terms of “effective worker” units in our estimation. This allows us to control for the effects of
worker heterogeneity on output. In the plant-level data we use to estimate our model for
the pre-reform period, we observe five categories of workers: managerial, technical, skilled,
unskilled, and apprentice. For a given plant-year, effective labor \( l \) is the sum of all workers
in the plant, each weighted by the average wage (including fringe benefits) for workers in
its category. For each category of worker, the average wage is based on the mean real wage
in the entire 10-year panel and expressed as a ratio to the average real wage for unskilled
workers during the same period. Thus wage weights are constant across plants and time, and
the only source of variation in \( l \) is variation in the employment level of at least one category
of worker.

After fitting the model to the pre-reform data, we simulate Colombian reforms and de-
creased trade costs in Section II of the paper. To evaluate the success of the model in
explaining post-reform outcomes, we wish to compare the firm size distribution as predicted
by the model to its empirical counterpart. Since we do not have access to the plant-level data
from the post-reform period, we don’t observe the above-described variables used to con-
struct effective labor. While The Colombian Statistical Agency DANE publishes summary
co/index.php/industria/encuesta-anual-manufacturera-eam), these are based on the
number of total employees.

The following procedure facilitates the comparison of model based and empirical size
distributions in both periods (see Figure 4 in the paper). Using the pre-reform plant level,
we first fit total number of workers to a polynomial of effective labor \( l \). We then use the
coefficients from this regression to convert model-generated effective labor \( l \) units to worker
count for both the estimated pre-reform and simulated post-reform periods. The bars with
patterns in Figure 4 in the paper—representing the model-based size distributions—are
generated using this transformation. The bars with solid colors representing the empirical
size distributions are generated directly from the data using total number of employees.

5.2 Sectoral Labor Flows in Colombia

The Colombian Statistical Agency DANE publishes monthly labor market indicators. We
accessed the following link on August 11, 2015:

The file is in Spanish but variable names can be easily translated using online translators.
In this file, the worksheets titled "ocup ramas trim tnal" indicates sectoral employment levels.
The worksheet titled "cesantes ramas trim tnal" reports the sector of previous employment
for separations. The ratio of the latter over the former gives sectoral separation rates. We
exclude agriculture and mining, and find employment-weighted average for service industries.
For the 2001-2008 period, average separation rates are 0.122 for manufacturing and 0.14 for services.

5.3 Size-Wage Relationship

Table A1 shows the effect of size (measured by the number of workers) and productivity on wages for hiring and non-hiring firms in the Colombian establishment survey data and the model.

Table A1: Wage-Size Relationship Controlling for Productivity

<table>
<thead>
<tr>
<th></th>
<th>Non-expanding firms</th>
<th>Expanding firms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data</td>
<td>Model</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.075</td>
<td>-0.232</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>$\beta_z$</td>
<td>0.586</td>
<td>1.381</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.46</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Notes: $l$ is effective workers defined in online Appendix 5.1, $w$ is average wage per effective worker, and $z$ is firm-level productivity implied by equation (29) in the paper given the data and estimated parameter values.

5.4 Additional Figures
Figure A1: Baseline Outcomes

Figure A2: Change in Wage Schedules

Figure A3: Change in Worker Value Functions
Figure A4: Change in Average Wages by Firm Type

Figure A5: Change in Average Worker Value by Firm Type
Figure A6: Shifts in the Size Distribution

Figure A7: Employment Policy Changes
Figure A1 shows wage schedules (equation 26 or 27 in the main text depending on whether a firm is hiring or not), percentage employment adjustments \((L(z', l) - l)/l\), worker value functions \(J\) and the distribution \(\psi(z, l)\).

In order to shed light on the mechanisms described in sections I.K and III.B of the paper, Figures A2-3 show the change with respect to the baseline in wage schedules and worker value functions for any point in the state space \((z, \ln(l))\), regardless of whether it is populated by firms. In this and related figures, the first three panels feature the isolated policy changes (corresponding to columns 2-4 in table 4) while the fourth panel (bottom, right) features the case of reforms and globalization (column 6 in table 4).

Figures A4-5 are based on 100 grid points, each of which is the mid-point of a size and productivity decile in the baseline \((z, l)\) distribution. Holding these grid points fixed, we plot the changes in average wages and worker value functions. These graphs show how wages and employment policies shift in the populated portions of the state space.

Figure A6 shows the size distribution of firms above \(l > 10\) (mimicking the empirical sampling in the Colombian firm data), fit with a spline using a smoothing parameter of 0.6.

Figure A7 shows the change in employment policies, i.e., the percentage change in \((L(z', l) - l)/l\) with respect to the baseline.

## 6 Robustness to the Choice of Model Period

To isolate the role of model period in driving our results, we hold the estimation strategy fixed by using our estimated revenue function and productivity process to approximate their quarterly counterparts.\(^4\) Then we re-estimated remaining parameters using the same moment vector as in the annual baseline, aggregating simulated quarterly outcomes on flow variables to their annual equivalents, and taking simulated fourth quarter realizations on stock variables to be representative of their annual counterparts (as is done in the annual manufacturing surveys).

Specifically, we kept our estimate of the elasticity of value added with respect to labor \((\alpha \Lambda)\) based on annual data, and we chose the root of the quarterly productivity process to replicate our estimate of persistence in the annual process: \(\rho_q = \rho_a^{1/4}\). Likewise, we adjusted the discount rate to \(r_q = (1 + r_a)^{1/4} - 1\), and we divide the log revenue function intercept \(\tilde{d}_H\) by four to put revenue flows on a quarterly basis. Finally, since we saw no good way to approximate the relationship between the variance of the innovations in the annual data \((\sigma_{z,a}^2)\) and the variance of the innovations in the quarterly data \((\sigma_{z,q}^2)\), we included \(\sigma_{z,q}^2\) in

---

\(^4\)We emphasize "approximate" here because there is no analytical relationship linking the parameters of the annual objects to their quarterly counterparts. The reason is that our revenue function characterizes logs of flows, and thus annual variables are not linear combinations of quarterly variables.
the set of parameters to be estimated.

Tables A2 and A3 present the resulting parameter estimates and the fit of the model. The quarterly version doesn’t fit as well as the annual baseline, perhaps because of the way we have constrained our revenue function estimates. Nonetheless, the quarterly results do give us some insight into the effects of model period choice on parameter estimates and model performance.

The major differences in parameter estimates are in the elasticity of substitution $\sigma$, the elasticity of the matching function $\theta$, and the value of home production $b$. The change in $b$ can be explained by the effect of model frequency on wage inequality. Allowing workers to search more frequently increases their reservation wages, which in turn affects the entire wage schedule. Other things equal, this would lower wage dispersion in the model. So, in order to still match the dispersion of log wages, the quarterly calibration lowers the constant term $(1 - \beta)b$ in the hiring wage schedule (20). It does so by reducing $b$ from 0.433 to 0.302.5 The other major change in parameter values is the decrease in matching function elasticity $\theta$ from 1.838 to 1.154. This compensates for the fact that, other things equal, switching to a quarterly frequency would have increased labor market tightness as workers enjoyed more opportunities to match with firms. In turn, this would have made it more difficult for firms hire, and thus shifted the simulated firm size distribution leftward. Dropping $\theta$ improves the ability of firms to meet workers over the relevant range of $(U, V)$ values, and thus prevents this from occurring. Other parameter values such as exogenous exit rate $\delta$ and the initial firm size $l_e$ drop due to the increase in model frequency.

Table A4 addresses the main question of interest: how robust are the policy experiments in the paper to the change in model period? That is, it redoes Table 4 using the quarterly version of our model. Note that in order to facilitate comparison, we use the same $\tau_c = 2.19$. This number, calibrated to replicate the 150 percent increase in the revenue share of exports in the baseline model, generates a similar (143 percent) increase in the quarterly model.

The results in Table A4 show that the effects of policy experiments are robust. First, while "Reforms" and "Reforms and Globalization" experiments generate higher firm growth rates at the baseline size quantiles, aggregate job turnover declines in both experiments. The decline in job turnover is, however, slightly smaller with the quarterly model. This reflects the shifts in parameter estimates described above. On the one hand, with a smaller home production payoff, $b$, wages are more sensitive (percentagewise) to firm characteristics $(z, l)$. On the other hand, a lower matching function elasticity makes job finding and fill rates less responsive to changes in aggregate labor market conditions. Second, "Reforms"

---

5Note that the unit of account is the service sector wage per period, so $b = 0.302$ from the quarterly estimation is directly comparable to the $b$ from the annual baseline.
and "Reforms and Globalization" experiments result in similar levels of inequality in worker values ($J$), measured either at the firm or worker levels. Finally, "Reforms and Globalization" generates a smaller increase in $Q$–sector unemployment compared to the baseline model (9.1 percent versus 19 percent) and a higher increase in real income (41.4 percent versus 12 percent).

Table A2: Parameters Estimated with SMM - annual vs quarterly

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Annual</th>
<th>Quarterly</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>Elasticity of substitution</td>
<td>6.667</td>
<td>10.358</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Elasticity of output with respect to labor</td>
<td>0.195</td>
<td>0.240</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Bargaining power of workers</td>
<td>0.441</td>
<td>0.411</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Elasticity of the matching function</td>
<td>1.838</td>
<td>1.154</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Exogenous exit hazard</td>
<td>0.064</td>
<td>0.019</td>
</tr>
<tr>
<td>$c_h$</td>
<td>Scalar, vacancy cost function</td>
<td>0.448</td>
<td>2.549</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>Convexity, vacancy cost function</td>
<td>3.101</td>
<td>3.699</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>Scale effect, vacancy cost function</td>
<td>0.385</td>
<td>0.332</td>
</tr>
<tr>
<td>$b$</td>
<td>Value of home production</td>
<td>0.433</td>
<td>0.302</td>
</tr>
<tr>
<td>$l_c$</td>
<td>Initial size of entering firms</td>
<td>5.906</td>
<td>3.338</td>
</tr>
<tr>
<td>$c_p$</td>
<td>Fixed cost of operating</td>
<td>7.839</td>
<td>12.291</td>
</tr>
<tr>
<td>$c_x$</td>
<td>Fixed exporting cost</td>
<td>112.943</td>
<td>71.378</td>
</tr>
<tr>
<td>$c_e$</td>
<td>Entry cost for new firms</td>
<td>15.794</td>
<td>146.816</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>Standard deviation of the z process</td>
<td>0.137</td>
<td>0.061</td>
</tr>
</tbody>
</table>

Table A3: Data-based versus Simulated Statistics - annual vs quarterly

<table>
<thead>
<tr>
<th>Moment</th>
<th>Data</th>
<th>Annual</th>
<th>Quarterly</th>
<th>Size Distribution</th>
<th>Data</th>
<th>Annual</th>
<th>Quarterly</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E(\ln G_t)$</td>
<td>5.442</td>
<td>5.274</td>
<td>5.919</td>
<td>20th percentile cutoff</td>
<td>14.617</td>
<td>15.087</td>
<td>35.043</td>
</tr>
<tr>
<td>$E(\ln l_t)$</td>
<td>3.622</td>
<td>3.638</td>
<td>4.632</td>
<td>40th percentile cutoff</td>
<td>24.010</td>
<td>24.736</td>
<td>74.043</td>
</tr>
<tr>
<td>$E(I_f^t)$</td>
<td>0.118</td>
<td>0.108</td>
<td>0.320</td>
<td>60th percentile cutoff</td>
<td>41.502</td>
<td>42.559</td>
<td>148.92</td>
</tr>
<tr>
<td>$\text{var}(\ln G_t)$</td>
<td>2.807</td>
<td>3.334</td>
<td>67.94</td>
<td>80th percentile cutoff</td>
<td>90.108</td>
<td>87.137</td>
<td>334.54</td>
</tr>
<tr>
<td>$\text{cov}(\ln G_t, \ln l_t)$</td>
<td>1.573</td>
<td>1.888</td>
<td>11.535</td>
<td>Firm Growth Rates</td>
<td>$&lt;20$th percentile</td>
<td>1.425</td>
<td>1.287</td>
</tr>
<tr>
<td>$\text{cov}(\ln l_t, \ln G_t)$</td>
<td>1.271</td>
<td>1.326</td>
<td>2.172</td>
<td>20th-40th percentile</td>
<td>0.255</td>
<td>0.251</td>
<td>0.403</td>
</tr>
<tr>
<td>$\text{cov}(\ln l_t, I_f^t)$</td>
<td>0.230</td>
<td>0.264</td>
<td>2.788</td>
<td>40th-60th percentile</td>
<td>0.209</td>
<td>0.191</td>
<td>0.242</td>
</tr>
<tr>
<td>$\text{cov}(\ln G_t, \ln G_{t+1})$</td>
<td>2.702</td>
<td>2.119</td>
<td>43.48</td>
<td>60th-80th percentile</td>
<td>0.184</td>
<td>0.155</td>
<td>0.168</td>
</tr>
<tr>
<td>$\text{cov}(\ln G_t, \ln l_{t+1})$</td>
<td>1.538</td>
<td>1.534</td>
<td>9.091</td>
<td>Aggregate Turnover/Wage Dispersion</td>
<td>0.255</td>
<td>0.251</td>
<td>0.403</td>
</tr>
<tr>
<td>$\text{cov}(\ln I_t, \ln G_{t+1})$</td>
<td>0.225</td>
<td>0.283</td>
<td>2.784</td>
<td>$&lt;20$th percentile</td>
<td>1.425</td>
<td>1.287</td>
<td>1.321</td>
</tr>
<tr>
<td>$\text{cov}(\ln I_t, \ln G_{t+1})$</td>
<td>1.543</td>
<td>1.409</td>
<td>-17.45</td>
<td>Firm exit rate</td>
<td>0.108</td>
<td>0.104</td>
<td>0.031</td>
</tr>
<tr>
<td>$\text{cov}(\ln l_t, \ln l_{t+1})$</td>
<td>1.214</td>
<td>1.192</td>
<td>2.696</td>
<td>Job turnover</td>
<td>0.198</td>
<td>0.222</td>
<td>0.237</td>
</tr>
<tr>
<td>$\text{cov}(\ln l_t, I_f^{t+1})$</td>
<td>0.152</td>
<td>0.195</td>
<td>0.292</td>
<td>Std. dev. of log wages</td>
<td>0.461</td>
<td>0.380</td>
<td>0.449</td>
</tr>
<tr>
<td>$\text{cov}(I_f^t, \ln G_{t+1})$</td>
<td>0.220</td>
<td>0.273</td>
<td>2.292</td>
<td>Olley-Pakes Statistics</td>
<td>$(1 - \alpha) \left( \frac{1}{\sigma^2} \right)$</td>
<td>0.085</td>
<td>0.085</td>
</tr>
<tr>
<td>$\text{cov}(I_f^t, l_{t+1})$</td>
<td>0.149</td>
<td>0.200</td>
<td>0.426</td>
<td>$d_F$</td>
<td>0.090</td>
<td>0.094</td>
<td>0.093</td>
</tr>
<tr>
<td>$\text{cov}(I_f^{t+1}, I_f^t)$</td>
<td>0.090</td>
<td>0.075</td>
<td>0.193</td>
<td>$\delta$</td>
<td>0.085</td>
<td>0.085</td>
<td>0.086</td>
</tr>
</tbody>
</table>
Table A4: Simulation Results

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>Reforms</th>
<th>Reforms and Globalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_f$ (firing cost)</td>
<td>0.60</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>$\tau_a$ (ad valorem tariff rate)</td>
<td>1.21</td>
<td>1.11</td>
<td>1.11</td>
</tr>
<tr>
<td>$\tau_c$ (iceberg trade cost)</td>
<td>2.50</td>
<td>2.50</td>
<td>2.19</td>
</tr>
</tbody>
</table>

**Firm Growth Rates**
(At the baseline size quantiles)

<table>
<thead>
<tr>
<th>Percentile Range</th>
<th>Baseline</th>
<th>Reforms</th>
<th>Reforms and Globalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;20th percentile</td>
<td>1.321</td>
<td>1.323</td>
<td>1.439</td>
</tr>
<tr>
<td>20th-40th percentile</td>
<td>0.403</td>
<td>0.426</td>
<td>0.503</td>
</tr>
<tr>
<td>40th-60th percentile</td>
<td>0.242</td>
<td>0.246</td>
<td>0.313</td>
</tr>
<tr>
<td>60th-80th percentile</td>
<td>0.168</td>
<td>0.170</td>
<td>0.207</td>
</tr>
</tbody>
</table>

**Aggregates**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline</th>
<th>Reforms</th>
<th>Reforms and Globalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revenue share of exports</td>
<td>1</td>
<td>1.404</td>
<td>2.434</td>
</tr>
<tr>
<td>Exit rate</td>
<td>1</td>
<td>0.974</td>
<td>1.106</td>
</tr>
<tr>
<td>Job turnover</td>
<td>1</td>
<td>0.952</td>
<td>0.963</td>
</tr>
<tr>
<td>Mass of firms</td>
<td>1</td>
<td>0.924</td>
<td>0.730</td>
</tr>
<tr>
<td>Share of labor in $Q$ sector</td>
<td>1</td>
<td>1.040</td>
<td>0.937</td>
</tr>
<tr>
<td>Vacancy filling rate ($\phi$)</td>
<td>1</td>
<td>1</td>
<td>1.077</td>
</tr>
<tr>
<td>Unemployment rate in $Q$ sector</td>
<td>1</td>
<td>0.951</td>
<td>1.091</td>
</tr>
<tr>
<td>Std. wages (firms)</td>
<td>1</td>
<td>1.054</td>
<td>1.147</td>
</tr>
<tr>
<td>Std. wages (workers)</td>
<td>1</td>
<td>1.037</td>
<td>1.019</td>
</tr>
<tr>
<td>Std. $J$(firms)</td>
<td>1</td>
<td>1.080</td>
<td>1.210</td>
</tr>
<tr>
<td>Std. $J$(workers)</td>
<td>1</td>
<td>1.079</td>
<td>1.215</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>1</td>
<td>0.950</td>
<td>0.610</td>
</tr>
<tr>
<td>Real income</td>
<td>1</td>
<td>1.005</td>
<td>1.414</td>
</tr>
</tbody>
</table>