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Abstract

In this paper, we investigate the existence of learning curves in software development. Under the assumption of independent and identical distribution ( iid) of programmer’s experience and identical effort-experience learning curve relationship for different programmers, we illustrate the existence of an exponentially decreasing learning curve relationship between a programmer’s effort and his/her ICASE tool experience, and show that the effort-experience relationship is inelastic when a programmer’s ICASE tool experience is low. We analyze the impact of our assumptions on actual software development effort, and propose a tight probability upper bound and a central-limit theorem based probability estimator for estimating the approximate probability that the software development effort will be less than or equal to a certain number. Examples to illustrate the use of the probability estimator are also provided.
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1. Introduction

Several researchers have characterized software development as an economic production process; many researchers have used non-parametric production function estimation, and forecasting tools to determine the relationships between inputs and outputs of the software development process [3,4,19]. The learning curve theory is a theory in the production management literature which states that as production workers gain experience in the production tools their productivity increases. There is some anecdotal evidence in software engineering literature that suggests the existence of learning curves in software development and maintenance. For example, Banker and Slaughter [1] insinuating the existence of learning curves in software maintenance write, “...efficiency gains in maintenance occur where requests for a particular system are batched, so that the maintenance team can spread learning curve effects from becoming familiar with that system over several requests.” The existence of learning curves in using ICASE tool was conjectured in Chew et al. [7] and Kemerer [13]. However, no study in the literature...
has empirically validated this generally accepted conjecture.

The empirical validation of the existence of learning curves in software engineering literature is a daunting task because many software companies do not collect the data necessary for testing the learning curve relationships [13]. Additionally, collection of necessary data is very difficult because of the dynamic nature of software development, where many different people with different level of experience and skills work on the development of a software product [16,13]. While it is difficult to establish the learning curve relationships between certain inputs and outputs in software production processes, the knowledge of their existence may help project managers/researchers improve their software development cost and effort estimates.

In the current study, we examine the relationship between a programmer experience in an integrated computer-aided software engineering (ICASE) tool and the software development effort. Under the assumption of independent and identical distribution (iid) programmer’s experience and identical effort–experience learning curve relationship for different programmers, we hypothesize that the software development effort will reduce exponentially as programmers gain more experience in the usage of ICASE tools. We show that the reduction in development effort may be different for different ICASE tools, and the effort-experience relationship is inelastic when programmer’s ICASE tool experience is low.

The rest of the paper is organized as follows. In Section 2, we present an introduction of the learning curve theory. In Section 3, we present our hypothesis and describe the data in Section 4. In Section 4, we test our hypothesis using an empirical data set. In Section 5, we analyze the impact our assumptions on actual software development effort, propose a tight probability upper bound, and a probability estimator for estimating the approximate probability for software development effort will be less than or equal to a certain number. In Section 6, we conclude our paper with summary and discussion.

2. An introduction to the learning curve theory

The learning curve theory was first introduced in aircraft industry, where it was found that as workers gained experience in the production of airplanes the time required to manufacture the airplanes decreased [10]. A learning curve expresses the decreasing time it takes to perform a repetitive task as one continues from one cycle to another cycle of the task [9]. The original Wright learning curve (WLC) is represented as follows:

\[ p(s) = \omega s^{-\gamma}, \]

where \( \omega \) is the time to manufacture the first unit, \( \gamma \) is the learning factor, \( s \) is the variable representing the number of units, and \( p(s) \) is the time to produce the \( s \)th unit [25].

According to Nicks [18], every person learns at a different rate and the slope of learning curve may be different from one person to another. Nicks [18] argues that as quantity of product doubles, costs are reduced at some steady rate called the “learning rate.” A few researchers investigated the factors that impact the learning rate. According to Conway and Schultz [8], learning rate depends on two factors, pre-production and actual production. The pre-production factor includes tolling, equipment and tool selection, product design, work methods, and shop organization. The actual production factor includes work methods, design changes, quality improvements, planning, scheduling and control activities, and worker incentives. Finch and Luebbe [10] investigated the impact of learning rate and its variability on the project length. Their results indicate that project lengths are sensitive to learning rate. Thus, differences in learning rate may have an impact on the overall cost of a project.

Kevin Self [23] reports that there are two types of learning curves. These two types of learning curves are exponential and S-shaped. Both of these learning curves illustrate that the amount of knowledge gained starts off slowly, increases at an accelerating pace and then stabilizes. Both curves approach asymptotically to a “total understanding” point beyond which no-significant improvements in knowledge are materialized.

3. Literature review and hypothesis

There are four essential aspects of software development – tools, methodology, people, and management [11,22]. Research in [22] examined factors that impact software development productivity for projects using ICASE tools. Tools, methods, and personnel experience were indicated as variables that influence software development effort in the systems development effort model [26].

The impact of programmer ICASE tool experience on effort is known for quite some time now.
For example, Wrigley and Dexter [26] mention that software engineers with higher experience are typically assigned to difficult projects to keep the development costs in line with the estimates. Subramanian and Zarnich [22] empirically illustrate that the variance in tool experience explains the variance in software development effort. Further, Subramanian and Zarnich [22] note that ICASE tool experience is critical in achieving higher productivity. Poor software productivity is attributed to the absence of ICASE tool training for systems personnel [28]. ICASE users often experience a productivity decrease for the first 3–6 months, and it often takes 12–18 months before productivity gains are visible [14]. It is amply clear from this finding that a higher level of CASE tool experience obtained over a longer period of time would result in higher productivity [22].

Kemerer [13] conjecturing the existence of learning curve in ICASE tools writes, “Integrated CASE tools have raised the stakes of the learning issue. Because these tools cover the entire life cycle, there is more to learn, and therefore the study of learning – and the learning-curve phenomenon – is becoming especially relevant”. Further, emphasizing the importance of estimating the functional form of effort-experience, and effort-learning rate relationships. Following Kemerer [13] conjecturing the existence of learning curve in ICASE tools writes, “Managers need more information to justify their investment in CASE technology. They need a way to predict the extent of the learning curve and data to estimate its parameters so that they can determine their return on investment or similar measures for CASE tool adoption”.

The exact relationship between tool experience and development effort is not formally established. Given that exponential decreasing relationships have been observed in related software engineering applications [6,15,12], it can be argued that the relationship between development effort and tool experience is an inverse exponential relationship given by the following generalized mathematical formulation:

\[ y = a_1 e^{-a_2 x}, \]

where the variables \( y \) and \( x \) represent effort and tool experience, respectively. The constants \( a_1 > 0 \) and \( a_2 > 0 \) are constants that are related to the type of tool and learning rate respectively. Thus, we hypothesize the following:

**Hypothesis.** Increase in a programmer’s tool experience results in an exponential decrease of software effort that can be expressed in an exponential decay form as \( y = a_1 e^{-a_2 x} \). The hypothesized exponential decreasing relationship between effort and tool experience is consistent with the production function properties of convexity and variable returns to scale [1]. Banker and Slaughter [1], using COBOL programming projects, illustrated that the relationship between effort-experience is convex and variable returns to scale economies exists between effort and programmer experience/in-experience. Following Lemmas 1 and 2 illustrate the convexity of effort-experience, and effort-learning rate relationships.

**Lemma 1.** Given constant \( a_1 > 0 \) and \( a_2 > 0 \), the learning curve expression \( y = a_1 e^{-a_2 x} \) is decreasing and convex with respect to programmer’s tool experience.

**Proof.** Taking partial derivative of the learning curve expression with respect to \( x \), we get the following:

\[ \frac{\partial y}{\partial x} = -a_1 a_2 e^{-a_2 x} < 0. \]

This shows that the relationship is decreasing. The second partial derivative is given as follows:

\[ \frac{\partial^2 y}{\partial x^2} = a_1 (a_2)^2 e^{-a_2 x} > 0 \ \forall a_1 > 0, \ a_2 > 0 \text{ and } x \geq 0. \]

This shows that the learning curve is convex and proves the lemma. □

**Lemma 2.** Given constant \( a_1 > 0 \) and \( x \geq 0 \), the learning curve expression \( y = a_1 e^{-a_2 x} \) is convex with respect to programmer’s learning rate \( a_2 \).

**Proof.** Our proof of Lemma 2 is very similar to the proof of Lemma 1. Taking the second partial derivative of the learning curve expression with respect to \( a_2 \) we get the following:

\[ \frac{\partial^2 y}{\partial a_2^2} = a_1 (a_2)^2 e^{-a_2 x} \geq 0 \ \forall a_1 > 0, \ a_2 > 0 \text{ and } x \geq 0. \]

This proves the lemma. □

**Note:** The convexity of effort-experience and effort-learning rate relationships guarantees that a programmer with higher experience and higher learning rate will have lower effort than a programmer with lower experience and lower learning rate.
4. Data, experiment and results

We use the data set used in Subramanian and Zarnich [22], Pendharkar and Subramanian [21] and Pendharkar et al. [20] studies. The data set consists of forty projects obtained from two major companies in the North Eastern USA. There were two different ICASE tools that were used in the forty projects. The first ICASE tool was Texas Instruments (TI) CASE tool IEF, and the second ICASE tool was the Electronic Data Systems (EDS) CASE tool INCASE. The projects in the data set used Rapid Application Development (RAD) and the traditional Systems Development Life Cycle (SDLC) development approaches for software development. Other variables in the data set were average programmer’s ICASE tool experience, actual project effort in man months, adjusted function points (AFP), unadjusted function points (UFP), and technical complexity factor (TCF). The TCF values did not vary much across the projects [mean = 0.8923; SD = 0.1126] and projects are considered to be very similar. Interested reader is directed to Subramanian and Zarnich [22] for more information on the training data set used for this study.

Subramanian and Zarnich [22] data, while containing desirable variables for investigating the existence of learning curves, has one limitation that restricts us from using it for our experiments. The limitation is that the data set is cross-sectional, and to find the exact relationship between the ICASE tool experience and software development effort, a longitudinal data set is desirable. Longitudinal data are very difficult to obtain as most organizations do not collect the performance data to quantitatively evaluate ICASE tool learning curves [13]. Further, Kemerer [13] notes that overburdened IS staff and real life dynamics of IS projects, such as transferring team members from one project to another and staff turnover make it extremely difficult to gather data that may be used for estimating ICASE tool learning curves. Thus, in order to use Subramanian and Zarnich [13] data to estimate the learning curve between programmer’s ICASE tool experience and software development effort, we make the following assumption.

Assumption: The programmers’ learning curves between their ICASE tool experiences and software development effort have same functional form, and their ICASE tool experiences are similar, independent and identically distributed (iid).

In Section 6 of this paper, we analyze the impact of this assumption in detail and provide mathematical expressions and examples for estimating probability bounds for certain effort. Our assumption, while restrictive, allows us to use cross-sectional data for estimating learning curves. Also, it allows us to learn the learning curves for the team and generalize the functional form to an individual programmer; as we shall demonstrated in the following lemma.

Lemma 3. If ith programmer’s effort \( y_i \) and experience \( x_i \) has the relationship of type \( y_i = a_3 e^{-a_3 x_i} \) then, under the iid assumption and for \( k \) programmers, the team effort can be approximately represented as \( Y_{\text{ind}} = a_3 e^{-a_3 x} \); where \( x \) is average team ICASE tool experience and \( a_3 = a_2 k \).

Proof. Under iid assumption and \( k \) programmers in a team with ICASE tool experiences of \( x_1, x_2, \ldots, x_k \), the total project effort \( Y_{\text{ind}} \) can be given by sum of individual efforts as follows:

\[
Y_{\text{ind}} = \sum_{i=1}^{k} y_i = a_3 \left[ e^{-a_3 x_1} + e^{-a_3 x_2} + \cdots + e^{-a_3 x_k} \right].
\]

Assume \( Y_{\text{ind}} = a_3 e^{-a_3 x} \), we have

\[
a_3 e^{-a_3 \frac{1}{k}(x_1 + x_2 + \cdots + x_k)} = a_3 \left[ e^{-a_3 x_1} + e^{-a_3 x_2} + \cdots + e^{-a_3 x_k} \right].
\]

After simplifying and taking natural logarithm on both sides, we have the following:

\[
a_3 \left( \frac{1}{k} (x_1 + x_2 + \cdots + x_k) \right) = a_2 (x_1 + x_2 + \cdots + x_k).
\]

Simplifying above equation leads to \( a_3 = a_2 k \). This proves the Lemma. □

Assuming identical learning curves, we learn the relationship between development effort and average team ICASE tool experience without assuming any a priori functional form. We use artificial neural networks to learn the relationship from the data. Based on the following proposition, artificial neural networks can learn any function to any level of accuracy, and the function learned by neural network may not be considered to have any researcher bias.

Proposition 1. An artificial neural network using sigmoid transfer function with \( n \) neurons in the input layer and one neuron in the output layer can approximate any continuous function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) in any domain with any given accuracy.

Proof. The reader is directed to Tromp [24] for full proof of this proposition. □
Although an artificial neural network can learn any function to any level of accuracy, there may not be a way of knowing the type of function learnt by an artificial neural network if all the inputs are continuous. However, Pendharkar and Subramanian [21] illustrated that if the input vector contains exactly one continuous input, several other categorical inputs, and one continuous output variable then the exact pairwise function plots between the continuous input and each of the categorical inputs can be obtained.

Since our data set contains exactly one continuous input, two categorical variables and one continuous output variable, the exact function between continuous input and output variable can be elicited using the approach suggested by Pendharkar and Subramanian [21]. In order to learn the non-linear effort-experience function, we used a three layer neural network with three input nodes, seven hidden layer nodes and one output node. The number of hidden layer nodes was selected based on the popular heuristic of $2^n + 1$ (where $n$ is number of input nodes) [5]. The three inputs were software development methodology (RAD = 1, SDLC = 0), tool used (IEF = 1, INCASE = 0) and the team’s tool experience in years. We chose software effort in man months as our output variable. We used all the 40 projects for learning the connection weights in a neural network. The 40 projects sample size for learning was adequate as the heuristic for learning sample size is 10 times the number of input variables [5]. After training the artificial neural network, we used an experimental design to systematically elicit the patterns that the artificial neural network had learnt.

We performed two experiments to identify team effort-experience functions for IEF ICASE tool and INCASE ICASE tool, respectively. In each of these two experiments, we fixed the first two inputs (methodology and tool) and varied the tool experience from its initial value of 0-0.99 in intervals of 0.03. Our first experiment used SDLC methodology (methodology = 0) and IEF tool (CASE = 1) for the two fixed input values. After fixing the two inputs and varying the third input, we obtained the software effort values generated by the trained network. Fig. 1 illustrates the normalized graph of the software effort generated by the trained neural network for the different input values of tool experience. As shown in Fig. 1, when tool experience increases the software effort decreases.

For our second experiment, we kept the first two inputs fixed at RAD methodology (methodology = 1) and INCASE tool (CASE = 0) and varied the tool experience systematically. Fig. 2 illustrates the results of our second experiment. Figs. 1 and 2 illustrate the non-linear patterns that were learned by the neural network. It can be seen that both in Figs. 1 and 2, higher tool experience leads to decrease in the software effort.

After an initial visual evidence of existence of learning curve, we specifically test for the existence of hypothesized relationship. In other words, we test if increase in tool experience decreases the software effort exponentially and if the relationship can be represented in exponential decay form as follows:

$$\text{effort} = a_1 e^{-\text{experience} \cdot a_3}.$$

Using a non-linear least square regression approach, we tested our hypothesis for IEF and non-RAD, and INCASE tool and RAD methodology. Tables 1-4 show the results of our non-linear regression tests for the two experiments.

![Fig. 1. Software effort vs. IEF tool experience for non-rapid application design.](image-url)
Table 5 summarizes the results of our experiments. Under the proposed iid assumption, the results indicated support for our hypothesis. Thus, we conclude that under the iid assumption learning curves exist between programmer's software development effort and his/her ICASE tool experience. The results indicate that the use of different ICASE tools may have different learning curves. For example, based on the differential equation in Table 5, we can say that IEF and SDLC have 69% learning curve (based on the coefficient of the differential equation). Whereas, INCASE and RAD have 9% learning curve. For higher learning curve percentage, increase in programmer’s ICASE tool experience may lead to dramatic reduction in software effort.

Given that software development effort decreases with increase in ICASE tool experience, we investigate point elasticity of software development effort. We illustrate that the software development effort is inelastic for low ICASE tool experience (less than 0.66).

**Lemma 4.** The software development effort relationship with IEF and INCASE tool experience is inelastic for low ICASE tool experience (less than 0.66).

Table 5
The summary of the functions learnt by the ANN

<table>
<thead>
<tr>
<th>Scenrio</th>
<th>Model learnt</th>
<th>Differential equation*</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEF and SDLC Effort = 0.69 $e^{-1.51 \times \text{experience}}$</td>
<td>$\frac{d\text{effort}}{d\text{exp.}} = -0.69 \text{ exp.}$</td>
<td></td>
</tr>
<tr>
<td>INCASE and RAD Effort = 0.09 $e^{-1.51 \times \text{experience}}$</td>
<td>$\frac{d\text{effort}}{d\text{exp.}} = -0.09 \text{ exp.}$</td>
<td></td>
</tr>
</tbody>
</table>

* See the proof in Appendix A.
Proof. By definition of elasticity, the effort-ICASE tool experience is elastic as long as following expression holds true:

$$\text{experience} \cdot \frac{\hat{\delta} \text{effort}}{\hat{a}_1 e^{-a_3 \text{experience}}} > -1.$$ 

After simplifying, we get the following expression:

$$-a_3 \text{experience} > -1. \quad \square$$

Since the value of $a_3$, for both IEF and INCASE tools, is approximately 1.5. Substituting the value <0.66 for inelastic scaled software development and scaled ICASE tool experience relationship. The inelastic scaled effort-experience curve indicates that for one percent increase in scaled ICASE tool experience less than one percent drop in scaled effort is expected.

Since managers may have an option to train inexperienced programmers in a particular ICASE tool, Lemma 4 indicates that the training budget that would increase a programmer’s tool experience by 1% should never exceed 1% of software development effort cost. It is important to note that the ICASE tool experience and software development effort are normalized values and not absolute values. Thus, the percentages should be interpreted carefully.

5. The impact of iid assumption and probability bounds on software development effort

In our research, we assumed that programmers’ effort-experience curves are identical and programmers’ experience distributions are independent and identically distributed. Given iid distribution for programmers’ experience and identical learning curves, the programmer effort distribution is also iid. In real-world applications, the learning curves derived using the iid assumption may lead to errors in estimation because of the violation of the iid assumption. In this section, we provide certain insights into what impact the iid assumption may have on the true estimation of the software development effort.

First, we assume that software development effort distributions are not iid and derive an equation for the total project effort as an additive function of individual software programmer’s software development efforts. Next, we show how the iid assumption impacts the total software development effort values. In the end, we derive loose and tight upper probability bounds for software development effort being greater than a certain number, and use a central-limit theorem based probability estimator for estimating the probability that software development effort will be less than a certain number.

Assume that there are $k$ programmers working in a software development project. Also, assume that for $i$th programmer the expected software development effort is given as follows:

$$y_i = \hat{a}_1 e^{-a_2 x_i} \forall i \in \{1, \ldots, k\}.$$ 

The variables $y_i$, $x_i$, $\hat{a}_1$, $\hat{a}_2$ are the expected software development for the $i$th programmer, the ICASE tool experience of the $i$th programmer, and two constants specific to the $i$th programmer. Using sum of random variables mathematical relations from the probability theory, expected software development effort $Y$ and its variance $\text{Var}[Y]$ for the software project can be written as follows:

$$Y = \sum_{i=1}^{k} y_i, \quad \text{and}$$

$$\text{Var}[Y] = \sum_{i=1}^{k} \text{Var}[y_i] + 2 \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \text{Cov}[y_i, y_j].$$

Under the iid assumption and results from Lemma 3, the expected value of the software development effort $Y^{\text{iid}}$ can be written as follows:

$$Y^{\text{iid}} = \hat{a}_1 e^{-a_2 x}.$$ 

The variable $x$ is average ICASE tool experience for the project team, the parameters $\hat{a}_1$ and $ka_2$ represent the parameters learned from the historical data. The question now arises as to what is the relationship between $Y$ and $Y^{\text{iid}}$. The following lemma establishes the relationship between $Y$ and $Y^{\text{iid}}$.

Lemma 5. The estimated software development effort without iid assumption is a product of a non-negative constant $\phi$ and estimated software development with iid assumption. The relationship can be written as $Y = \phi Y^{\text{iid}}$, where $\phi > 0$.

Proof. Given $Y = \sum_{i=1}^{k} \hat{a}_1 e^{-a_2 x_i}$ define $k$ constants $s_i$ as follows:

$$s_i = \frac{e^{-a_2 x_i}}{e^{-a_2 x_i}} \forall i \in \{1, \ldots, k\}.$$ 

The expected effort can be rewritten as follows:

$$Y = e^{-a_2 x} \sum_{i=1}^{k} \hat{a}_1 s_i.$$
Assume a non-negative constant $\phi$ defined as follows:

$$\phi = \sum_{i=1}^{k} \lambda_i s_i / a_1.$$ 

The expected effort $Y$ can be re-written as follows:

$$Y = \phi a_1 e^{-a_2} = \phi Y^{\text{iid}}.$$ 

This proves the lemma. $\square$

The value of $\phi$ determines how accurately $Y^{\text{iid}}$ estimates $Y$. If $\phi > 1$ $Y^{\text{iid}}$ underestimates $Y$; $\phi < 1$ $Y^{\text{iid}}$ value may be considered to be an upper bound for the estimated project effort $Y$. Values of $\phi$ that are equal or very close to one means $Y^{\text{iid}}$ can be used to provide a reliable estimate for $Y$.

Under the iid assumption, it is assumed that covariances of individual effort between any two programmers will be zero. Thus, the variance of $Y^{\text{iid}}$ will underestimate the actual variance of the project $\text{Var}[Y]$. However, a project manager may minimize the pairwise covariances between the programmers in a team by implementing effective programmers’ coordination strategies. We believe that extreme programming may be one strategy to lower pairwise programmers’ covariances [2].

So far, we have discussed the expected values and variances of the software development effort under non-iid and iid assumptions. We now focus on team probability density functions (pdfs) of $Y$ and $Y^{\text{iid}}$. Since $Y$ and $Y^{\text{iid}}$ are team pdfs, which are sum of individual team member’s pdf, computing team pdfs as sum of random variables, we use the moment generating functions (MGFs) [17]. Assume that $f_{Y_1}(y), \ldots, f_{Y_k}(y)$ are independent probability density functions of software development efforts for each of $k$ programmers. The MGF for total software development effort, $Y$ can be defined as follows:

$$\varphi_Y(r) = E[e^{rX}] = \int_{-\infty}^{\infty} e^{ry} f_{Y}(y) \, dy.$$ 

The MGF is similar to the Fourier and Laplace transforms that are commonly used in linear systems. The primary difference between MGF and transforms used in linear systems is that the MGF is defined for real values of $r$. The MGF always exists for the value of $r = 0$ and provides a complete probability model of the random variable $Y$. Inverse transforms can be used to calculate the value of pdf from the MGF.

Using the MGF of $Y$, which is sum of independent random variables of $k$ software development efforts, can be written as follows:

$$\varphi_Y(r) = \varphi_{Y_1}(r) \varphi_{Y_2}(r) \ldots \varphi_{Y_k}(r).$$

Under the iid assumption, $\varphi_{Y_i}(r) = \varphi(r)$ for all $i$’s. The MGF for $Y^{\text{iid}}$ can be written as follows:

$$\varphi_{Y^{\text{iid}}}(r) = [\varphi(r)]^k.$$ 

The iid assumption leads to the following error in the true estimation of the MGF of $k$ independent random software development efforts:

$$\text{Error} = |\varphi_{Y^{\text{iid}}}(r) - \varphi(r)| = [[\varphi(r)]^k - [\varphi_{Y_1}(r) \varphi_{Y_2}(r) \ldots \varphi_{Y_k}(r)]].$$ 

Assume the following:

$$\varphi_{Y_{\text{min}}}(r) = \text{Minimum}\{\varphi_{Y_1}(r), \varphi_{Y_2}(r), \ldots, \varphi_{Y_k}(r)\},$$

$$\varphi_{Y_{\text{max}}}(r) = \text{Maximum}\{\varphi_{Y_1}(r), \varphi_{Y_2}(r), \ldots, \varphi_{Y_k}(r)\}.$$ 

The upper and lower bounds for MGF for $Y^{\text{iid}}$ can be written as follows:

$$[\varphi_{Y_{\text{min}}}(r)] \leq [\varphi_{Y^{\text{iid}}}(r)] \leq [\varphi_{Y_{\text{max}}}(r)].$$

The upper and lower bounds indicate that as the difference between the MGFs of the least productive programmer in the team and most productive programmer in the team becomes low, the team effort pdf under the iid assumption may provide very reliable estimates for the actual team’s development effort.

The knowledge of the effort-experience relationship may help managers to develop loose upper bounds for software development effort. The following Lemma provides a loose upper bound for the software development effort, given the effort-experience mapping function $f(x)$ and probability density function (pdf) of tool experience $g(x)$.

Lemma 6. The probability $P$ that software effort is greater than a certain number $x$ has an upper bound given as follows:

$$P[\text{effort} \geq x] \leq \frac{\int_0^x f(x)g(x) \, dx}{x}.$$ 

Proof. Given the team effort-experience mapping function $f(x)$, and the team probability density function of the ICASE tool experience, the expected effort $E(\text{effort})$ can be written as

$$E(\text{effort}) = \int_0^\infty f(x)g(x) \, dx.$$
From Markov inequality, we get the loose upper bound as

$$ P[\text{effort} \geq \alpha] \leq \frac{E(\text{effort})}{\alpha}. $$

Substituting the value of $E(\text{effort})$ in Markov inequality, we get the result. This proves the Lemma.

**Lemma 6** provides a general loose upper bound and can be used to estimate upper bound on both team and individual programmer software development effort. While Lemma 6 provides a useful result, IS managers may want tighter upper bounds. Chernoff bound [27] uses MGF and provides a tight upper bound for any arbitrary random variable $Y$ and a constant $c$ as follows:

$$ P[Y \geq c] \leq \min_{r > 0} e^{-rc} \Phi_T(r). $$

The following example uses Chernoff bound to estimate the probability that the software development effort will exceed nine man-months.

**Example 1:** Assume that team software development effort $Y$ is a Gaussian random variable with expected value of $\mu = 8.14$ man-months and standard deviation of $\sigma = 1$, what is the probability that software development effort of the project will exceed ten man-months?

**Solution:** Since $Y$ is Gaussian random variable, the MGF of $Y$ can be written as follows:

$$ \Phi_T(r) = e^{\mu+r^2\sigma^2/2} = e^{8.14r+0.5r^2}. $$

Using Chernoff bound we have,

$$ P[Y \geq 10] \leq \min_{r > 0} e^{-10r} e^{8.14r+0.5r^2} = \min_{r > 0} e^{0.5r^2-1.86r}. $$

We can find the minimizing $r$ by choosing to minimize a function $f(r) = 0.5r^2 - 1.86r$. By setting the derivative of $df/dr = 1r - 1.86 = 0$ yields $r = 1.86$. Applying $r$ to the Chernoff bound yields,

$$ P[Y \geq 10] \leq e^{-1.73} = 0.18. $$

Like Lemma 6, Chernoff bound can be used for estimating probability bounds for both team and programmer’s software development effort. Also, Chernoff bound can be used for any type of pdf, Gaussian or otherwise.

The iid assumption allows us to use the central limit theorem to estimate approximate probability that software development effort $Y_{\text{iid}}$ will be less than or equal to certain number. Using the central limit theorem, the probability for $Y_{\text{iid}}$ being less than an certain number, $P[Y_{\text{iid}} \leq w]$ can be written as follows:

$$ P[Y_{\text{iid}} \leq w] \approx \Phi \left( \frac{w - n\mu}{\sqrt{n}\sigma^2} \right). $$

The variables $\Phi$, $n$, $\sigma$, $\mu$ are standard normal distribution with mean zero and standard deviation 1, number of random variables (programmers), standard deviation of the iid variable, and the mean of iid variable. The following example illustrate the probability that total project effort is less than or equal to a certain number.

**Example 2:** Assume that there are five programmers working in a software development team. Also, assume that the software development effort of each programmer is independent and identically distributed with a mean of 1.5 man-month and standard deviation of 1 man-month. What is the probability that software development effort of the project will not exceed ten man-months?

**Solution:** Using the central limit theorem, we have

$$ P[Y_{\text{iid}} \leq 10] \approx \Phi \left( \frac{10 - 5 \times 1.5}{\sqrt{5}} \right) = \Phi(1.12) = 0.87. $$

In other words, there is 87% chance that the total project effort will not exceed 10 man-months.

### 6. Conclusion

Software engineering literature has long conjectured the existence of learning curves. Proving the existence of learning curves in software engineering was a difficult exercise because of the real-world dynamics of software engineering projects. In our research, we assumed that programmer’s software development experiences were iid and the functional form of learning curves between their software development efforts and experiences were same. Using available data in the literature and artificial neural networks, we elicited team learning curves. Our results suggested that learning curve between software development effort and ICASE tool experience is convex and has a decreasing exponential relationship. Additionally, for the ICASE tools considered in this research, we found that the low programmer ICASE tool experience, the effort-experience is inelastic. The inelastic relationship suggests that improving a programmer’s ICASE tool experience by 1% will reduce the software development effort by less than 1%. This seems to indicate that ICASE
tool experience is only one variable, among others, to improve productivity of software development.

After establishing the exponential decreasing relationship between software development effort and ICASE tool experience, we illustrated the impact that an iid assumption may have on true estimation of software development effort. We also derived the relationship between the software development efforts with and without iid assumption. Finally, we derived loose and tight probability upper bounds and, using certain examples, illustrated how these bounds may be useful for a software project manager.

An important aspect of our study is the production function form and decreasing variable returns-to-scale production function economy between software development effort and ICASE tool experience learning curve. The exponential decreasing relationship and convex production function indicates that non-linear scale economies exists between ICASE tool experience and software development effort. It appears that, in addition to the probability bounds discussed in this paper, techniques such as data envelopment analysis can be used to estimate inefficiencies between projects or programmers. Eliminating inefficiencies may lead to homogeneity between programmers and projects, which may lead to efforts and experiences that may closely adhere to the iid assumption. We believe that future research may focus on the application of the DEA in estimating inefficiencies in software development efforts.

The current research has demonstrated the existence of learning curves in ICASE tool environment. Another possible extension of current work may be to apply learning curve theory in integrated development environment (IDE) and perhaps, to different programming languages. We have shown that different learning rates may exist for different ICASE tools. Finch and Luebbe [10] has investigated the impact of learning rate and its variability on the project duration in manufacturing study. Future research may focus on investigating similar impact of ICASE learning rates on software development schedule.

Appendix A

Result 1: \( y = ce^{-kt} \) is a general solution of differential equation \( \frac{dy}{dt} = -ky \) for \( k > 0 \) and \( y(0) = c \).

Proof. We prove the result by starting with the proposed differential equation:

\[
\frac{dy}{dt} = -ky
\]

rearranging the terms, we can rewrite the differential equation as

\[
\frac{1}{y} \frac{dy}{dt} = -k
\]

taking the integral of both sides, we get

\[
\int \frac{dy}{y} = \int -k \, dt
\]

after solving the above integrals, we have

\[
\ln y = -kt + C
\]

or,

\[
y = e^{-kt} c
\]

putting \( e^C = c \), when \( t = 0 \), we get the result. □
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