Software quality and IS project performance improvements from software development process maturity and IS implementation strategies
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Abstract

The capability maturity model (CMM) is part of several software process improvement (SPI), six sigma, and total quality management (TQM) initiatives in organizations. SPI and continuous quality improvements are associated with better return on investment (ROI) for organizations. The purpose of this empirical research is to study the impact of the CMM on certain critical factors in information systems implementation strategy, software quality and software project performance. Our findings are that CMM levels do associate with IS implementation strategies and higher CMM levels relate to higher software quality and project performance. We also conclude that information systems (IS) implementation strategies have a significant impact on software quality and project performance. While certain IS implementation strategies – executive commitment and prototyping – have a significant impact on both software quality and project performance, training had a significant effect only on software quality and simplicity has a significant effect only on project performance.
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1. Introduction

Organizations continue to adopt models of total quality management (TQM) principles, with the capability maturity model (CMM) being the more common for the software development arena (Pressman, 2004). The CMM is part of a more comprehensive software process improvement (SPI) initiative and is typically measured in five levels of maturity (Paulk et al., 1993a). CMM, SPI and TQM are of prime interest in the battle for improving the performance of software development projects and reaching higher returns on investment for the adopting organization (Jones, 1998; Humphrey, 1988; McConnell, 2002). Of these approaches, CMM is very popular and accepted by numerous global software firms.

In addition to the use of software SPI, a myriad of information systems and organizational factors are also important for the success of these efforts in organizations (Parzinger and Nath, 2000; Isaac et al., 2004). It is important to have the organizational, project and information system practices all support the CMM or process improvement efforts so that organizations can reap the maximum benefit (Isaac et al., 2004). Empirical research finds benefits...
in cycle time, software quality, and development effort by taking CMM initiatives (Harter et al., 2000; Parzinger and Nath, 2000). CMM certification in global software firms based in India is associated with improved operational performance, better software development, and better management practices than non-certified firms (Isaac et al., 2004). Still, the evidence is limited and not based on reflective models (Hansel et al., 2004).

Our research study continues empirical investigation of software development process maturity and its impact on the organization, based on a model derived from previous studies. The purpose of this study is to examine the impact of CMM on certain critical factors in information systems implementation strategy, software quality and software project performance. The selection of critical factors in information systems (IS) implementation strategies is based on previous literature, but is not intended to be fully comprehensive, there being other factors that can be investigated in future research. Specifically, we examine whether CMM levels have an association with IS implementation strategies, software quality, and software project performance.

2. Background

An understanding of the principles of the capability maturity model will clarify how quality improvements are expected. Likewise, there may be a relation of the levels in the CMM to established strategies of IS implementation. The background of each of these concepts is explored to provide sufficient understanding of each concept.

2.1. Capability maturity model

The capability maturity model (Paulk et al., 1993a,b; Pressman, 2004) is the central framework for software quality and process improvement. In this model, there are five levels. The CMM evaluation ranks software development organizations into one of the five levels. In the repeatable level (level 2), basic project management processes are established to track cost, schedule and functionality. The necessary process discipline is in place to repeat earlier successes on projects with similar applications. In level 3 (defined), the software process for both management and engineering activities is documented, standardized and integrated into a standard software process for the organization. All projects use an approved, tailored version of the organization’s standard software process for developing and maintaining software. In level 4 (managed), detailed measures of the software process and product quality are collected. Both the software process and products are quantitatively understood and controlled. Finally, in level 5 (optimized), continuous process improvement is enabled by quantitative feedback from the process and from piloting innovative ideas and technologies (Paulk et al., 1993a). The CMM’s five levels are summarized below.

<table>
<thead>
<tr>
<th>Capability maturity model levels and description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process maturity levels</td>
</tr>
<tr>
<td>Level 1: Initial</td>
</tr>
<tr>
<td>Level 2: Repeatable</td>
</tr>
<tr>
<td>Level 3: Defined</td>
</tr>
<tr>
<td>Level 4: Managed</td>
</tr>
<tr>
<td>Level 5: Optimized</td>
</tr>
</tbody>
</table>

To assess maturity in practice, a team is selected which administers and evaluates the maturity questionnaire. This questionnaire was designed by the Software Engineering Institute (SEI) and addresses key practices grouped into: (1) commitment to perform; (2) ability to perform; (3) activities performed; (4) measurement and analysis; and (5) verifying implementation. The team also visits the sites being assessed and produces a list of strengths and weaknesses. The final step involves the preparation of a key process area profile. This profile highlights the areas where the organization has, or has not, satisfied goals determined in prior steps (Parzinger and Nath, 2000).

Empirical studies have evaluated the use of CMM and its impact on the organization. In their empirical research on CMM, higher levels of CMM process maturity are shown to be associated with higher software product quality (Harter et al., 2000). The net effect of higher levels of CMM process maturity is improved project performance as measured by reduction in cycle times and development effort (Harter et al., 2000). The impact of TQM implementation, such as the CMM, on measures of software quality is studied in Parzinger and Nath (2000). TQM implementation factors were found to have a significant positive relationship with measures of software quality. Note that the objective under the CMM concept is to rise to the up-most level (optimizing) where continuous improvement is enabled by quantitative feedback from the process and from piloting innovative ideas and technologies. To reach this level, the software development process must be documented, standardized and integrated, and detailed measures of both the process and the product quality are collected (Parzinger and Nath, 2000).
2.2. Critical factors in information systems implementation strategies

We explore four conceptual strategies for IS implementation. These strategies were first proposed by Alter (1979).

2.2.1. Keep it simple (simplicity)

Functionality simplicity (minimum necessary to meet requirements), structural simplicity (modular architecture), and code simplicity (following a coding standard) are key components of simplicity in software (Pressman, 2004).

Complicated, integrated software systems require careful planning before implementation (Rajagopal and Frank, 2002). The Wall Street Journal (Bailey, 1999) documented the situation of two leading firms in the trash hauling industry (Allied Waste and Waste Management) that abandoned their complex SAP implementation. Thomas Van Weelden, CEO of Allied Waste, noted one of the primary concerns: “They [SAP] expect you to change your business to go with the way the software works.”

Complex systems inherently present unique risks due to tightly linked interdependencies of business processes, relational databases, and process re-engineering. Companies need to have an understanding of such risks when planning and conducting assurance engagements of the reliability of these complex computer systems (Wright and Wright, 2002). Therefore, assurance providers must be cognizant of enterprise system implementation related risks, including selection or design and installation of hardware and software and process re-engineering (Scheer and Habermann, 2000). Avoiding complexity and keeping it simple considerably lessens the implementation risk of information systems.

2.2.2. Executive (or top management) participation and commitment

Employee empowerment and executive commitment are two key factors used in Parzinger and Nath, 2000. Open organizations, employee empowerment and executive commitment are more critical to the success of TQM (Powell, 1995). The leadership of top management is central to the creation of a TQM organization (Kanji and Sa, 2002; Kanji, 1996). Many other researchers also pointed out that the impetus for quality improvement efforts in any organization should start from the top and unfold downward to the lower level (Milakovich, 1995; Ahire, 1996; Li et al., 2000). In the absence of committed leadership, the TQM efforts may fail (Jorgensen, 1999). Leadership is identified as a critical factor for achieving better quality practices in the software industry as well (Vitharana and Mone, 1998; Parzinger and Nath, 1998; Wynkoop and Walz, 2000).

If the project is strictly software with little user involvement, the stage is set for many problems to occur (Subramanian and Hoffer, 2005). Users need to be involved in the decision making process; they need to take ownership of the processes that are going to be changed by the system (Wright and Wright, 2002). Employees who are end users of the system must understand that they are becoming knowledge workers, which requires an organizational perspective beyond simply knowing their specific function (Rajagopal and Frank, 2002). Freedom for all team members to make suggestions during software development or project execution is found to be a good practice for improving the quality of software (Shrednick et al., 1992; Gong et al., 1998; Li et al., 2000).

2.2.3. Training

Training is a crucial component in continuous improvement. Training also helps to improve employee participation and involvement in quality programs through propagation of priorities and missions of the organization (Harel and Tzafrir, 1999). Training influences software quality as shown in Parzinger and Nath, 2000. The specific skills training implementation factor encompasses the degree of training the software developer has in skills such as quality function deployment, statistical methods and quality principles (Parzinger and Nath, 2000). In their study, when the overall success measure is regressed against the eight TQM factors, specific skills training was one of the three factors that is significant (Parzinger and Nath, 2000). When it came to making improvements in the CMM level, customer needs assessment and specific skills training were the significant factors. As CMM calls for documentation, measurement and increased efficiencies in the development process, the importance of training is self-evident (Parzinger and Nath, 2000).

2.2.4. Prototyping/evolutionary development

Prototyping is a critical component in evolutionary development (Pressman, 2004). Prototyping is also an integral part in the value-based systems engineering theory (VBSET – Boehm et al., 2005). Prototyping is recommended for clarity in understanding system requirements and in planning systems architecture (Boehm and Papaccio, 1988) and thus can help in improving software quality. Prototyping could also be effectively used in software risk management as shown in the spiral model (Boehm, 1988).
2.3. Information systems (IS) project outcomes

Though many proposals have been made to report the success of an IS project, several themes remain consistent in the literature. These involve measures of both the product in terms of quality and the process in terms of meeting objectives and schedules for the project.

2.3.1. Software quality

The quality of software is estimated by many of its attributes such as reliability, integrity, maintainability, enhanceability (extensibility), usability, portability, and reusability. These are referred to as the “ilities” of software (Yang, 2001). Yang, 2001 also pointed out that the functionality of the software and the appearance of the user interface could affect software quality. Jorgensen (1999) stated that software quality can be indirectly measured and/or predicted with the help of these characteristics. Many other researchers (for example, Ben-Menachem and Marliss, 1997; Cho, 1998; Yourdon, 1992; Arthur, 1993) also have pointed out that these characteristics could be used as a measure of software quality, since they affect user (customer or client) satisfaction, which is ultimately treated as the indicator of the quality of a product.

Measurement is an essential and challenging element of highly efficient software engineering culture. The need for measurement becomes prominent when projects are run over budget and schedule (Ashrafi, 1998; Prahalad and Krishnan, 1999; Jalote, 2000). Effectiveness of quality management depends on the effectiveness with which performance and results are measured (Kanji and Sa, 2002). Parzinger and Nath (1998, 2000) also identified metrics or measures as critical factors in software quality management.

2.3.2. Project performance

Schedule slippage, product quality, and process capability are some of the project performance variables used in (Murugappan et al., 2003). In time and within budget are common yardsticks for project performance. Specifically, reducing cycle times and development effort (main factor in software cost and budget) are project performance yardsticks in Harter et al., 2000. Risk management is also considered a key variable in software project management (Boehm, 1988). Value-based software engineering also actively considers project performance as value added to key stakeholders (Boehm et al., 2005).

3. Research model and hypotheses

The impact of CMM on information systems implementation strategies and IS project outcomes is the main focus of the research model. The research model also studies the impact of information systems implementation strategy on IS project outcomes.

CMM levels are associated with customer needs assessment (Parzinger and Nath, 2000). As Pressman, 2005 states “ideally, the prototype serves as a mechanism for identifying software requirements (p. 52),” we argue that prototyping is a key aspect of customer needs assessment. Hence, CMM levels should be associated with the prototyping approach. Isaac et al., 2004 also point to CMM certified firms having significantly better training and executive commitment in their organizations. Harter et al., 2000 also suggest future research to study the impact of process improvement (CMM levels) on the non-engineering activities (we assume that to be IS implementation strategies) that support software development” (p. 465). Card, 1991 observes that bureaucratic organizations might score well on CMM and hence we may expect that CMM levels may not impact “keep it simple” IS implementation strategy. Again, it can be argued that CMM provides standardization and documentation (Parzinger and Nath, 2000) and hence should impact the “keep it simple” strategy. Hence, the first part of our research model, shown in Fig. 1, aims to study the association between the CMM levels and different IS implementation factors.

CMM levels are shown to influence both software quality and project performance variables such as cycle time and development effort in Herbsleb et al., 1997; Harter et al., 2000. In our research model, we argue that CMM levels influence the choice of IS implementation factors such as training, executive commitment, simplicity (keep it simple), and prototyping which in turn impacts software performance.

![Fig. 1. Research model.](https://example.com/fig1)
quality and project performance. So, our model argues that appropriate CMM level or maturity is needed to support suitable IS implementation strategies that would result in corresponding software quality and project performance.

The effect of CMM levels on several information systems implementation variables such as training and executive commitment is studied in Powell, 1995; Parzinger and Nath, 2000; Isaac et al., 2004. These studies show empirically that CMM certification has a positive effect on these attributes like training and top management commitment leading us to propose hypothesis H1.

Complex systems inherently present unique risks due to tightly linked interdependencies of business processes, relational databases, and process re-engineering. Companies need to have an understanding of such risks when planning and conducting assurance engagements of the reliability of these complex computer systems (Wright and Wright, 2002). Keep it simple should have a positive effect on project performance. It can be argued that simple software would have less schedule slippage and would be within budget. Training also helps to improve employee participation and involvement in quality programs through propagation of priorities and missions of the organization (Harel and Tzafrir, 1999). There are many facets to the root cause of software project failure, but two of the primary causes are poor planning, and a lack of training, especially in quality assurance (Zimmerman, 2001). Training is expected to have a positive effect on project performance. Executive commitment is a critical factor that influences software quality (Parzinger and Nath, 2000). Prototyping is recommended for clarity in understanding system requirements and in planning systems architecture (Boehm and Papaccio, 1988) and thus can help in improving software quality. Prototyping could also be effectively used in software risk management as shown in the spiral model (Boehm, 1988) and can help in improving project performance. Hence, we propose hypothesis H2.

H2: IS implementation strategies (keep it simple, executive commitment, training, and prototyping) have a significant impact on IS project outcomes as measured by software quality and project performance.

Finally, the effect of CMM levels on software quality and project performance variables is studied in Harter et al., 2000 and is the basis for hypothesis 3. Harter et al., 2000 empirically show that CMM has a positive effect on software quality and project performance. Specifically, Harter et al., 2000 conclude that higher levels of process maturity (CMM levels) is associated with higher product quality. Their findings also point to higher CMM levels resulting in improved project performance in the form of reduced cycle time and development effort. Herbsleb et al., 1997; in their study on assessment of CMM levels, show that firms with increased maturity levels had “excellent” or “good” ratings in number of project performance dimensions such as ability to meet schedules, ability to stay within budgets, etc. Firms with higher CMM levels also got “excellent” or “good” ratings in product quality. Lawlis et al., 1995 also show improved project performance to be associated with higher CMM levels. Krishnan, 1996 also shows that higher CMM levels are associated with improved software quality. Hence, we propose hypothesis H3.

H3: Organizations in different levels CMM (CMM II, CMMIII, and CMM IV) exhibit different levels of IS project outcomes as measured by software quality and project performance.

4. Research method

Questionnaires were mailed to 1000 randomly selected IEEE Computer Society members with an expressed interest in software engineering. These members are familiar with the software development activities and, thus, are appropriate for this study. Postage-paid envelopes for each questionnaire were enclosed. All the respondents were assured that their responses would be kept confidential. Of the 1000 initial surveys mailed in the spring of 2001, total of 153 responses were received. In order to increase the sample size, a second mailing was conducted in the summer of 2001. The response from both samples totaled 212, for an overall response rate of 21.2%. Non-response bias occurs when the opinions and perceptions of the survey respondents do not accurately represent the overall sample to whom the survey was sent. One test for non-response bias is to compare the demographics of early versus late respondents to the survey (Armstrong and Overton, 1977). T-tests were computed on the means of key demographics (work experience, gender, recent project duration, and team sizes) to examine whether significant differences existed between early and late respondents. No significant difference was found; therefore, the two rounds of respondents were combined for further analysis.

The respondents consisted of software managers (26 percent), project leaders (33 percent), software professionals (35 percent), and others (5 percent). About 33 percent worked in companies that had average size of 8–15 persons or more in a project team. The sample included employees in firms from manufacturing (37 percent), service (52 percent), and education (6 percent) industries. Demographic features of the sample population are in Table 1.
4.2. Constructs, reliability, and validity

CMMII – repeatable, CMMIII – defined, and CMM IV – managed: The instrument used in this study was developed by Delkleva and Drehmer (1997), based upon the practices recommended by Software Engineering Institute, to describe the activities of management controls and reviews during software development. The questionnaire asked respondents the practices and processes that is typical for their organization when developing information systems. The specific items are listed in Table 2. Each item was scored using a five-point scale ranging from total disagree (1) to total agree (5). All items were presented such that the greater the score, the greater the extent of the particular item occurring in systems development.

Project performance: Most authors agree on three dimensions of project performance: meeting budget, meeting schedule, and meeting user requirements (McFarlan, 1981). Other researchers suggest further dimensions of project performance: amount of work produced, the quality of work produced and ability to meet project goals (Deephouse et al., 1995-1996; Henderson and Lee, 1992; Jones and Harrison, 1996). The project management literature defines project team success as meeting project goals, budget, schedule, and operational efficiency considerations (Jones and Harrison, 1996). The items used in this study were adopted from Henderson and Lee (1992). These items were also used by Robey et al., (1993). The questionnaire asks respondents’ satisfaction of the project team performance that is typical for their organization when developing information systems. The specific items are listed in Table 2. Each item was scored using a five-point scale ranging from never (1) to always (5). All items were presented such that the greater the score, the greater the satisfaction of the particular item.

Structured equation modeling (SEM) with partial least squares (PLS) analysis allows empirical assessment of the constructs used in this study (Chin, 1988; Lohmoller, 1988). Using ordinary least squares, PLS performs an iterative set of factor analysis and applies a bootstrap approach to estimate the significance (t-values) of the items. In this study, PLS-Graph Version 3.01 (Chin, 1994) was used to verify the measurement. Construct validity is examined in the measurement model. Individual item reliability can be examined by observing the factor loading of each item. A high loading implies that the shared variance between constructs and its measurement is higher than the error variance (Hulland, 1999). A factor loading higher than 0.7 can be viewed as high reliability and a factor loading less than 0.5 should be dropped. In Table 2, the loading of all indicators are all above 0.5 (except the two items in the CMMV which were eliminated for further analysis), which indicates the measurement is acceptable, and significant.

Convergent validity should be assured when multiple indicators are used to measure one construct. Convergent validity can be examined by the composite reliability of constructs (>.07 is recommended) (Fornell and Larcker, 1981; Kerlinger, 1986). Table 2 shows that these and other convergent validity measures. Average variance extracted (AVE), proposed by Fornell and Larcker (1981), reflects the variance captured by the indicators. For adequate discriminant validity, the square root of AVE should be greater than the correlations of the constructs. The descriptive statistics in Table 3 show this condition to hold. All the constructs are reliable and valid leading us to conduct data analysis for testing the hypotheses.
Table 2
Measurement model – confirmatory factor analysis results

<table>
<thead>
<tr>
<th>Construct indicators</th>
<th>Loadings</th>
<th>t-statistics</th>
<th>Item-construct correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CMM II: Repeatable (Reliability: .91)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To what extent does the software quality assurance function have a manager reporting channel separate from the software development project management?</td>
<td>0.59</td>
<td>6.31</td>
<td>0.69</td>
</tr>
<tr>
<td>To what extent is there a software configuration control function for each project that involves software development?</td>
<td>0.51</td>
<td>5.56</td>
<td>0.67</td>
</tr>
<tr>
<td>To what extent is a formal procedure used in the management review of each software development prior to making contractual commitments?</td>
<td>0.57</td>
<td>5.11</td>
<td>0.79</td>
</tr>
<tr>
<td>To what extent is a formal procedure used to make estimates of software size?</td>
<td>0.83</td>
<td>13.44</td>
<td>0.81</td>
</tr>
<tr>
<td>To what extent is a formal procedure used to produce software development schedules?</td>
<td>0.71</td>
<td>9.46</td>
<td>0.83</td>
</tr>
<tr>
<td>To what extent are formal procedures applied to estimating software development costs?</td>
<td>0.80</td>
<td>10.89</td>
<td>0.83</td>
</tr>
<tr>
<td>To what extent are profiles of software size maintained for each software configuration item over time?</td>
<td>0.68</td>
<td>8.25</td>
<td>0.69</td>
</tr>
<tr>
<td>To what extent are statistics on software design errors gathered?</td>
<td>0.71</td>
<td>9.24</td>
<td>0.77</td>
</tr>
<tr>
<td>To what extent are statistics on software code and test errors gathered?</td>
<td>0.59</td>
<td>6.48</td>
<td>0.75</td>
</tr>
<tr>
<td>To what extent do software development first-line managers sign off on their schedules and cost estimates?</td>
<td>0.73</td>
<td>7.74</td>
<td>0.74</td>
</tr>
<tr>
<td>To what extent is a mechanism used for controlling changes to software requirements?</td>
<td>0.66</td>
<td>7.02</td>
<td>0.72</td>
</tr>
<tr>
<td>To what extent is a mechanism used for controlling changes to the code? (Who can make changes and under what circumstances?)</td>
<td>0.78</td>
<td>10.50</td>
<td>0.66</td>
</tr>
<tr>
<td><strong>CMM III: Defined (reliability: .95)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To what extent is there a software engineering process group function?</td>
<td>0.75</td>
<td>23.39</td>
<td>0.76</td>
</tr>
<tr>
<td>To what extent is there a required software engineering training program for software developer?</td>
<td>0.77</td>
<td>25.02</td>
<td>0.77</td>
</tr>
<tr>
<td>To what extent is a formal training program required for design and code review leader?</td>
<td>0.72</td>
<td>21.32</td>
<td>0.73</td>
</tr>
<tr>
<td>To what extent does the software organization use a standardized software development process?</td>
<td>0.82</td>
<td>31.22</td>
<td>0.83</td>
</tr>
<tr>
<td>To what extent does the software organization use a standardized and documented software development process on each project?</td>
<td>0.83</td>
<td>33.00</td>
<td>0.83</td>
</tr>
<tr>
<td>To what extent does senior management have a mechanism for the regular review of the status of software development projects?</td>
<td>0.71</td>
<td>19.20</td>
<td>0.70</td>
</tr>
<tr>
<td>To what extent are the action items resulting from design reviews tracked to closure?</td>
<td>0.78</td>
<td>28.05</td>
<td>0.78</td>
</tr>
<tr>
<td>To what extent are the action items resulting from code reviews tracked to closure?</td>
<td>0.81</td>
<td>29.38</td>
<td>0.81</td>
</tr>
<tr>
<td>To what extent is a mechanism used for ensuring compliance with the software engineering standards?</td>
<td>0.85</td>
<td>43.29</td>
<td>0.85</td>
</tr>
<tr>
<td>To what extent are internal software design reviews conducted?</td>
<td>0.79</td>
<td>29.12</td>
<td>0.78</td>
</tr>
<tr>
<td>To what extent is a mechanism used for controlling changes to software design?</td>
<td>0.82</td>
<td>24.19</td>
<td>0.82</td>
</tr>
<tr>
<td>To what extent are software code reviews conducted?</td>
<td>0.80</td>
<td>31.16</td>
<td>0.79</td>
</tr>
<tr>
<td>To what extent is a mechanism used for verifying that the samples examined by software quality assurance are truly representative of the work performed?</td>
<td>0.73</td>
<td>22.78</td>
<td>0.75</td>
</tr>
<tr>
<td>To what extent is there a mechanism for assuring the adequacy of regression testing?</td>
<td>0.64</td>
<td>13.86</td>
<td>0.65</td>
</tr>
<tr>
<td><strong>CMM IV: Managed (Reliability: .91)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To what extent has a managed and controlled process database been established for process metrics data across all projects?</td>
<td>0.65</td>
<td>7.99</td>
<td>0.79</td>
</tr>
<tr>
<td>To what extent is a mechanism used for managing and supporting the introduction of new technologies?</td>
<td>0.82</td>
<td>11.40</td>
<td>0.72</td>
</tr>
<tr>
<td>To what extent is test coverage measured and recorded for each phase of functional testing?</td>
<td>0.65</td>
<td>7.60</td>
<td>0.75</td>
</tr>
<tr>
<td>To what extent is review efficiency analyzed for each project?</td>
<td>0.73</td>
<td>9.67</td>
<td>0.86</td>
</tr>
</tbody>
</table>

(continued on next page)
5. Data analysis and results

Delkleva and Drehmer (1997) found that some organizations classified as lower levels of maturity (e.g., CMMII, CMMIII) may still conduct some activities in higher levels. Hence, it is important for us to accurately and objectively ascertain the CMM levels. We use their questionnaire to obtain information on maturity levels. Based upon Delkleva and Drehmer (1997), we have designed a questionnaire to collect data on the level of maturity. The questionnaire consists of 20 questions, each of which is rated on a scale from 1 to 5. The questions are designed to assess various aspects of the level of maturity, such as simplicity, executive participation and commitment, training, prototyping, software quality, and project performance.

Table 2 (continued)

<table>
<thead>
<tr>
<th>Construct indicators</th>
<th>Loadings</th>
<th>t-statistics</th>
<th>Item-construct correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>To what extent are the review data gathered during design reviews analyzed?</td>
<td>0.80</td>
<td>12.95</td>
<td>0.84</td>
</tr>
<tr>
<td>To what extent are code and test errors projected and compared to actual?</td>
<td>0.75</td>
<td>10.24</td>
<td>0.80</td>
</tr>
<tr>
<td>To what extent are analyses of errors conducted to determine their process related causes?</td>
<td>0.76</td>
<td>11.12</td>
<td>0.79</td>
</tr>
<tr>
<td>To what extent are code review standards applied?</td>
<td>0.74</td>
<td>9.41</td>
<td>0.75</td>
</tr>
<tr>
<td>To what extent is a mechanism used for periodically assessing the software engineering process and implementing indicated improvements?</td>
<td>0.72</td>
<td>9.57</td>
<td>0.76</td>
</tr>
<tr>
<td>To what extent are design and code review coverage measured and recorded?</td>
<td>0.55</td>
<td>5.70</td>
<td>0.73</td>
</tr>
<tr>
<td>To what extent is the error data form code reviews and tests analyzed to determine the likely distribution and characteristics of the errors remaining in the product?</td>
<td>0.36</td>
<td>3.41</td>
<td>0.64</td>
</tr>
<tr>
<td>To what extent are design errors projected and compared to actual?</td>
<td>0.47</td>
<td>4.97</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Simplicity: Keep it simple (reliability: .75)
- Keep the system simple: 0.96, t-statistic 29.83, item-construct correlation 0.79
- Hide complexity: 0.58, t-statistic 4.47, item-construct correlation 0.78
- Avoid changes: 0.55, t-statistic 4.19, item-construct correlation 0.72

Executive participation and commitment (Reliability: .88)
- Obtain user participation: 0.80, t-statistic 13.98, item-construct correlation 0.89
- Obtain user commitment: 0.91, t-statistic 22.08, item-construct correlation 0.90
- Obtain management support: 0.80, t-statistic 11.31, item-construct correlation 0.75

Training: User training/assistance (reliability: .80)
- Providing training to users: 0.75, t-statistic 7.16, item-construct correlation 0.80
- Providing on-going assistance: 0.71, t-statistic 6.86, item-construct correlation 0.78
- Tailor system to people’s capabilities: 0.79, t-statistic 10.22, item-construct correlation 0.71

Prototyping: divide the project into manageable pieces (reliability: .84)
- Use a prototype approach for system development: 0.94, t-statistic 17.78, item-construct correlation 0.86
- Use an evolutionary or spiral approach: 0.76, t-statistic 9.08, item-construct correlation 0.87

Software quality (reliability: .89)
- Reliable software: 0.89, t-statistic 19.23, item-construct correlation 0.85
- Efficient cost of software operations: 0.89, t-statistic 23.05, item-construct correlation 0.85
- Wide range of outputs that can be generated and queries that can be answered: 0.63, t-statistic 6.41, item-construct correlation 0.79
- Overall responsive software to users: 0.83, t-statistic 12.71, item-construct correlation 0.87

Project performance: (reliability: .89)
- Ability to meet project goals: 0.80, t-statistic 11.90, item-construct correlation 0.79
- Adherence to schedule: 0.86, t-statistic 14.01, item-construct correlation 0.89
- Adherence to budget: 0.89, t-statistic 18.60, item-construct correlation 0.88

Table 3

Correlations matrix

<table>
<thead>
<tr>
<th>Variables</th>
<th>Si</th>
<th>Su</th>
<th>Eu</th>
<th>Pr</th>
<th>Op</th>
<th>Pp</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Si) Simple</td>
<td>0.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Su) Executive commitment</td>
<td>0.34</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Eu) Training</td>
<td>0.35</td>
<td>0.47</td>
<td>0.75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Pr) Prototyping</td>
<td>0.40</td>
<td>0.42</td>
<td>0.37</td>
<td>0.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Op) Quality</td>
<td>0.37</td>
<td>0.51</td>
<td>0.54</td>
<td>0.46</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>(Pp) Project performance</td>
<td>0.38</td>
<td>0.49</td>
<td>0.36</td>
<td>0.41</td>
<td>0.61</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Note: Diagonals were the square root of average variance extracted (AVE).
eva and Drehmer’s findings, a CMMII organization will have some activities in CMMIII and/or CMMIV. Furthermore, organizations in CMMIII (or higher levels) will have activities in lower levels (e.g., CMMII). Therefore, we use the information from the questionnaire for the CMM classification. We use cluster analysis as an objective measure to accomplish this classification. We describe the cluster analysis followed by the test of our hypotheses and results.

5.1. Cluster analysis

In order to test the proposed hypotheses, a cluster analysis was first conducted to classify the organizations into either CMM II, CMM III, or CMM IV. A total of 38 items, obtained from Delkleva and Drehmer (1997), was used to collect CMM related data. These 38 items can be separated into three different groups and each group represents different activities that would be conducted in different levels of CMM (the first 12 for CMM II, 13–26 for CMM III, and 27–38 for CMM IV). Three final scores were obtained by averaging items in each group and then were entered into SPSS for k-means cluster analysis. The clustered result is shown in Table 4.

Organizations with high CMM II, CMM III, and CMM IV score were considered in CMM level IV. Organizations with high CMM II and CMM III scores but low CMM IV score were considered in CMM level III. Finally, organizations with only related high CMM II score were considered in CMM level II. In total 205 projects, 77 of them were in CMM level II, 83 of them in CMM level III, and the rest 45 were counted as CMM level IV. The cluster analysis also resulted in three groups similar to the CMM levels in Paulk et al., 1993a. These three groups are identical to CMMII, CMMIII, and CMMIV based upon the criteria mentioned in Delkleva and Drehmer, 1997. We believe that the cluster analysis provides useful empirical validation and support to the CMM classification of maturity levels.

5.2. Hypotheses testing

5.2.1. Analysis of variance (ANOVA)

An ANOVA was used to test H1, whether organizations in different CMM levels conduct different IS implementation strategies, and H3, whether organizations in different CMM levels have different IS project outcomes. The test result is shown in Table 5. As can be seen from the mean differences between the CMM levels, hypotheses 1 and 3 are supported. It can be seen from the results that CMM level IV has significantly different IS implementation strategies and IS project outcomes than either CMM level II or III. CMM level III has significantly better IS project outcomes than CMM level II. However, CMM level III has significantly better IS implementation strategy in only two IS implementation factors – keep it simple and prototyping.

5.2.2. Regression

Two regression models, with project performance and software quality as dependent variables were conducted to test H2, whether there is a significant relationship between IS implementation strategy and IS project outcome. The test result is shown in Table 6. Executive commitment and prototyping strategies have a significant impact on both software quality and project performance. Training has a significant effect only on software quality, while keep it simple has a significant effect only on project performance. So, hypothesis 2 is supported.

Table 4
Number of cases, mean, and standard deviation

<table>
<thead>
<tr>
<th>Group</th>
<th>Number of cases</th>
<th>Simple</th>
<th>Executive commitment</th>
<th>Training</th>
<th>Prototyping</th>
<th>Quality</th>
<th>Project performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMM II</td>
<td>77</td>
<td>3.01</td>
<td>(0.71)</td>
<td>3.26</td>
<td>3.33</td>
<td>3.46</td>
<td>3.44</td>
</tr>
<tr>
<td>CMM III</td>
<td>83</td>
<td>2.70</td>
<td>(0.72)</td>
<td>3.18</td>
<td>2.81</td>
<td>3.24</td>
<td>3.09</td>
</tr>
<tr>
<td>CMM IV</td>
<td>45</td>
<td>3.28</td>
<td>(0.90)</td>
<td>3.77</td>
<td>3.89</td>
<td>4.12</td>
<td>4.02</td>
</tr>
<tr>
<td>Total</td>
<td>205</td>
<td>2.95</td>
<td>(0.87)</td>
<td>3.34</td>
<td>3.26</td>
<td>3.52</td>
<td>3.44</td>
</tr>
</tbody>
</table>

Table 5
ANOVA analysis and post hoc comparison (H1 and H3 results)

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>ANOVA</th>
<th>Post hoc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F value</td>
<td>Sig.</td>
</tr>
<tr>
<td>Simple</td>
<td>9.698</td>
<td>0.000***</td>
</tr>
<tr>
<td>Executive commitment</td>
<td>18.037</td>
<td>0.000***</td>
</tr>
<tr>
<td>Prototyping</td>
<td>25.794</td>
<td>0.000***</td>
</tr>
<tr>
<td>Training</td>
<td>10.401</td>
<td>0.000***</td>
</tr>
<tr>
<td>Software quality</td>
<td>26.126</td>
<td>0.000***</td>
</tr>
<tr>
<td>Project performance</td>
<td>23.372</td>
<td>0.000***</td>
</tr>
</tbody>
</table>

** p < 0.05.
*** p < 0.01.
6. Conclusion

Card, 2004 argues for the need for more academic research in software process improvement methods such as the CMM. The primary contribution of our study is to present and empirically test a research model that examines the effect of software process maturity (CMM) in the selection of certain critical IS implementation strategies and how CMM and the IS implementation strategies impact software quality and project performance. In a unified framework, we thus provide empirical confirmation of prior findings on the impact of CMM and provide additional insights for researchers and practitioners on the relationships among all of these factors.

Our research study findings are that CMM levels do have different impacts on IS implementation strategies, software quality, and software project performance. Higher CMM levels are associated with differing IS implementation strategies and improved software quality and project performance. We also conclude that certain IS implementation strategies have a significant impact on software quality and project performance.

The first hypothesis states that different CMM levels lead to different IS implementation strategies. The expectation is that higher levels of CMM or process maturity would be associated with different IS implementation strategies. Our results confirm this hypothesis. This result is in agreement with the finding from another study that states “CMM certified firms have been found to have better management practices and higher operational performance” (Isaac et al., 2004).

The second hypothesis studies the effect of IS implementation strategies on IS project outcomes. Here, we have a mixed result. While executive commitment and prototyping strategies have a significant impact on both software quality and project performance, training had a significant effect only on software quality while “keep it simple” has a significant effect only on project performance. Executive commitment is shown to be a critical factor impacting software quality and project performance (Parzinger and Nath, 2000; Isaac et al., 2004) and is also confirmed in our study.

Prototyping strategy is expected to impact software quality and project performance based on work by (Boehm, 1988; Boehm and Papaccio, 1988) and our study provides empirical confirmation. We would argue that training should not have a significant effect on project completion time, schedule, etc as training can be easily scheduled in parallel and should not hinder project performance. Training is known to influence software quality (Parzinger and Nath, 2000) and is confirmed to have an effect on quality in our study also. Keep it simple is a conscious systems design and project management decision that we would expect to have a significant effect on project performance. Simplicity, being an execution or task driven strategy in the building of systems, may not have a bearing on software quality per se. So, “keep it simple” has a significant effect only on project performance in our study.

Finally, in hypothesis 3, we propose that different levels of CMM are associated with different IS project outcomes. The expectation is that higher levels of CMM or process maturity would be associated with better software quality and project performance. Our results confirm this hypothesis. This result also confirms Harter et al., 2000’s finding that higher levels of CMM are associated with improved software quality and improved project performance such as reduced cycle time and development effort.

One limitation of this study could be that it focuses primarily on CMM as the software process improvement methodology. Other methods such as Total Quality Management, International Standards Organization (ISO) Quality Certification, and Six Sigma could also be considered in empirical research. Another limitation of this study is that the study’s findings apply only to the four IS implementation strategies that we have empirically examined. There could be other IS implementation strategies that could impact software quality and project performance.

Further, the cross-sectional design of this study places restrictions on the direction of causality. This, however, makes sense as maturity may be an enabler of methods; management may also strategically strive to increase maturity based on project outcomes.

Future research needs to further examine the benefits of improved software quality and project performance as organizations go to CMM level 3. From a practice standpoint, it is important for future studies to examine whether organizations which reach higher levels in the CMM model have differing abilities than those at lower levels, being able to respond to greater complexities through a greater variety of strategies and diverse interests of the various stakeholders. It is also important for future research to study the time taken to move from one level of CMM to the next.

In addition, future studies of the effect of total quality management, International Standards Organization (ISO) Quality Certification, and Six Sigma on software quality and IS project performance are needed. While there are quite a number of studies on CMM, it is important to examine software process improvement more broadly as it is applied using different methodologies. In this study, we examine four IS implementation strategies and their impact on IS project outcomes. Future research needs to examine the linkage between other IS implementation strategies and IS project outcomes. Other dimensions of project outcomes also need to be examined in future research.
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